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Abstract

In this thesis, we present our effort of formally verifying the on-the-fly partial
order reduction technique described in [Pel96] using the proof assistant Isabelle in
conjunction with the HOL logic library.

First, we briefly introduce the ideas of automata-based model checking, partial order
reduction, and formal verification. The on-the-fly partial order reduction algorithm
we want to formalize is built on top of an off-line partial order reduction algorithm.
Thus, we first present the implementation and verification of significant parts of
this off-line partial order reduction algorithm. Next, we describe the architecture of
the correctness proof for the on-the-fly partial order reduction algorithm. There,
we point out a problem with one of the proof steps and provide a counterexample
showing that the proof of this step is not valid. Finally, we give an overview of the
formal theories and present ideas for further work.
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Chapter 1

Introduction

Many of the things we take for granted in our everyday lives critically depend on
computer systems working correctly. While a user interface glitch in a smartphone
game may not have any significant consequences, computer systems are also used
in many safety or security critical environments, such as aviation and banking.
Correctness also becomes important when the system in question is used heavily,
like an operating system kernel or a web server. For some systems, testing may
be sufficient for fulfilling the correctness requirements. However, when the con-
sequences of a system working incorrectly are severe, a more rigorous method of
ensuring its correctness may be in order.

In these cases, it seems desirable to verify the system to gain more trust in its cor-
rectness. The verification of a system amounts to the construction of mathematical
proofs asserting that certain statements about its behavior during execution hold.
Unfortunately, constructing these proofs manually is time-consuming and tedious at
best, and error-prone at worst. Model checking is aimed at solving these problems,
describing a set of techniques that allow for fully automatic construction of proofs
for certain correctness properties of systems [CGP99; HolO3].

A model checker takes as input a model of the system to be checked, as well as
a formal description of the correctness property that should be verified. In this
context, a model is a formal description of the system’s behavior. For hardware
systems, these models have to be derived from the way the system is built. Given a
software system, there already exists a formal description of its behavior, namely,
its source code. Nonetheless, it is usually necessary to construct a separate model,
even for software systems, since the source code often contains too many technical
details while lacking semantic information about the system that can improve the
model checking process significantly, such as variable bounds. The model of a



given system can be viewed as a formal description of the possible execution runs of
this system. The formal description of the correctness property is usually realized
using formulae in temporal logic. A formula corresponding to a specific property
can then be used to decide if the property holds for a given execution run.

The problem of model checking consists of deciding whether the correctness prop-
erty holds for all execution runs of the system. We know from Rice’s theorem
that this is undecidable for general systems and nontrivial semantic properties.
Because of this, model checking is usually restricted to finite state systems and
certain classes of logical formulae, such that it becomes decidable. This allows the
model checker to fully automatically check whether the given property holds for
all execution runs of the given system, or, in the case that it does not, supply an
execution run for which the property does not hold to serve as a counterexample.

Given the restriction of using finite state systems, a common use case for model
checking are systems that do not involve large natural numbers or collections, but
rather focus on control flow and parallelism. This is incidentally also an area where
humans are likely to make mistakes, so it is a natural fit for verification.

Since a single model checker may be used to assess the correctness of many systems,
it is important for the model checker itself to be correct. An incorrect model checker
can at best not yield any additional trust in the checked systems, and at worst,
convince the user of the model checker that their system is correct when it actually
is not. This is why we are concerned with verifying the model checker itself. As
mentioned before, manual verification of software is a very time-consuming task.
As such, verified model checkers like the one developed as part of the CAVA project
[NEN; Esp+13; Esp+14] cannot yet compete with unverified ones like the SPIN
model checker [HolO3]] when it comes to performance. This is due to the fact that
many of the optimizations that have been implemented in unverified model checkers
have not been formally proven correct yet.

This thesis sets out to implement and verify one such optimization, which is called
partial order reduction [Pel98]||. Partial order reduction is designed to counteract
what is known as the state space explosion problem, a phenomenon caused by the
many possible ways of interleaving the operations of processes executing in parallel.
The general idea of the optimization is that even though there may be many possible
ways of interleaving, most of them will produce the same result and thus, do not
have to be considered when model checking.

Partial order reduction is complex. Because of this, mistakes have been found in the
algorithms and/or correctness proofs of early partial order reduction techniques, and
some were even found in more recent algorithms [HPY96]. For this reason, verifying
partial order reduction seems like a worthwhile effort, as it would significantly
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increase the trustworthiness of the techniques that are involved. To the best of our
knowledge, the only other attempt at verifying a partial order reduction algorithm
was made in [CP96]. However, this attempt merely covers the case of off-line
model checking under strong fairness assumptions. Furthermore, it reasons about
partial order reduction on a very abstract level and thus does not result in an
executable algorithm. This thesis aims at implementing and verifying the partial
order reduction algorithm presented in [Pel96]. More specifically, we consider the
version of the algorithm which covers on-the-fly model checking without fairness
assumptions. Our goal is also to produce an executable algorithm in the end.

We will start by giving an overview of automata-based model checking in chapter 2]
Chapter 3| introduces the specific partial order reduction algorithm that this thesis
is concerned with. Next, chapter 4 gives an overview of the formal verification
techniques used for this thesis. In chapters [5|and [6] we introduce some concepts
needed for the correctness proofs that make up the main part of the thesis in chapters
and [§] Finally, we conclude the verification effort and the thesis in chapters 9] and
[10] respectively. Finally, appendix [A]introduces some of the more basic concepts
needed for this thesis.



Chapter 2

Automata-Based Model Checking

In this thesis, we focus on the automata-based approach to model checking. The
idea here is to represent both the system and the correctness property to be checked
using finite automata. It is then possible to check whether the correctness property
holds for the system by examining the product of those two automata. The following
sections describe the details of this process.

2.1 Inputs

As mentioned before, the first step of the model checking process consists of
deriving a formal representation from the inputs, which are comprised of the system
and the correctness property. Thus, we start by describing these inputs as well as
the formal entities that we use to represent them.

2.1.1 System

The primary input of the model checking process is the system to be checked. We
want to derive a formal description, or model, from the system. Since we only
consider finite state systems, a finite automaton can be used to model the system,
with the automaton states corresponding to the system states and the automaton
labels corresponding to the system operations which cause transitions between the
system states. This automaton is called the system automaton. The derivation of a
system automaton from some system is heavily dependent on the type of system
that is considered and as such, is not part of the generic model checking process
covered in this thesis. We will thus assume that there is some procedure in place
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for performing this step and consider the system automaton to be available to the
remainder of the model checking process.

For the system automaton, Biichi automata as defined in section@ are used, which
take infinite words as input. This allows modeling systems that keep executing
indefinitely. Systems with finite executions can also be modeled using a cyclic
halting state.

We require the system automaton to be a deterministic Biichi automaton as defined
in section[A.3.1] Note that the system automaton being deterministic does not imply
that the system itself is deterministic. This is because multiple operations may be
enabled at the same state, causing the system automaton to nondeterministically
choose between them.

Given a system automaton S, we define the initial state ¢, the set of enabled opera-
tions en, and the execution function ex as follows:

{t} = I(95) (2.1a)
a€en(q) < Jq. (q1,a,q) € A(S) (2.1b)
ex(a,q1) = @2 <= (q1,a,q2) € A(S) (2.1¢c)

We also require all states of the system automaton to be accepting. This makes
sense, considering that when constructing the system automaton from the system,
we are not interested in any specific properties that the runs in the system fulfill,
but rather only in which runs are possible at all.

2.1.2 Correctness Property

The second input of the model checking process is the correctness property. As with
the system, it is necessary to derive a formal representation from the correctness
property first. The version of automata-based model checking we consider in this
thesis uses formulae in linear temporal logic as defined in section[A.2]to represent
the correctness property. LTL formulae allow for the concise specification of
common correctness properties of parallel systems such as being free of deadlocks,
staying responsive, and processes always making progress. They are thus well-
suited to formally represent correctness properties to be used in model checking.
However, since the correctness property is usually described informally at first,
there is no generic procedure for deriving such a formula from it. Thus, as with the
system automaton, we will assume that the formula corresponding to the correctness
property is available to the remainder of the model checking process.

5



2.1.3 Semantic Connection

So far, the formula, like all LTL formulae, is just a predicate on sequences of
propositional variables. However, the propositional variables are just names without
any meaning attached to them. In order for the formula to describe a property of
runs in the system automaton, some semantic connection has be established between
the system states and the propositional variables that occur in the formula. Thus,
we expect as third and final input of the model checking process the interpretation
function, which maps system states to sets of propositional variables.

Given an interpretation function P, for every system state g, we call P(q) the
interpretation of the state ¢q. This way, the interpretation function determines the
meaning of the propositional variables in each system state. For instance, we may
know that the system has crashed when it reaches the state g, or the state ¢;, and that
it has not crashed while it is in any other state. We can then use the interpretation
function to attach this meaning to the propositional variable p,. To do so, we
define the interpretation function in such a way that p, € P(q4) and p; € P(q7),
with ps not being a member of the interpretation of any other system state. With
this definition, we know that the system has crashed whenever the propositional
variable p, is part of a system state’s interpretation. This way, when the formula
makes a statement about the propositional variable p-, it indirectly also makes a
statement about system crashes. The set of propositional variables that makes up
the interpretation of some system state can thus be taken to contain exactly those
propositional variables that hold in this system state.

We extend the interpretation function P to work not just with individual system
states, but with whole sequences of system states as well. Given a sequence of
system states r, its interpretation P(r) is the sequence of sets of propositional
variables obtained by applying P to each of the system states in r. It is then possible
to check whether an interpreted sequence of system states is accepted by the formula.

Next, given an automaton .S, we introduce the concept of the interpreted language
Lp(S) of the automaton S, which is defined as follows:

Lp(S) = Plruns(S)] = {P(r)|r € runs(S)} (2.2)

That is, the interpreted language of an automaton is the image of the automaton’s
runs under the interpretation function, or, equivalently, the interpreted language of
an automaton consists of the interpretations of all the runs in the automaton.

This definition allows us to more easily make the connection between the system
automaton and the formula. This is because the kind of sequences contained in the
interpreted language of the system automaton are the same as those contained in
the language of the formula, that is, sequences of sets of propositional variables.
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Our final definition concerning the interpretation function P consists of extending
it to work with whole automata. Given an automaton .S, we define the interpreted
automaton P(S) to be identical to the original automaton S, except for the set of
labels and the transition relation, which are defined as follows:

N(P(S)) = PIO(S)] = {P(q)|q € Q(5)} (2.3a)
A(P(S)) = {(p, P(p),q) | (p,a,q) € A(S)} (2.3b)

Here, the set of labels of the interpreted automaton is the image of the set of labels
of the original automaton under the interpretation function, or, equivalently, the
set of labels of the interpreted automaton is equal to the set of interpreted states of
the original automaton. Furthermore, for each transition, we replace the original
automaton’s labels with the interpretation of the source state of the transition,
discarding all information about the labels of the original automaton in the process.

The motivation behind this construction is similar to that of the interpreted language
and just like it, the language of the interpreted automaton also contains sequences
of sets of propositional variables. Indeed, the following identity can be proven:

L(P(S)) = Lp(S5) (2.4)

That is, the language of the interpreted automaton is equal to the interpreted language
of the original automaton.

2.2 Problem

Having established a formal representation for each of the inputs involved, we can
now state the model checking problem. Given a system automaton S, a formula ¢,
and an interpretation function P, it consists of deciding whether or not the following

proposition holds:
Lp(S) C L(p) (2.5)

That is, model checking answers the question of whether or not the interpreted
language of the system automaton is contained in the language of the formula.
Alternatively, the model checking problem can be stated as follows:

reruns(S) = P(r) E ¢ (2.6)

This implication states that for all runs of the system automaton, their interpretation
is accepted by the formula. The intuitive meaning here is that all executions of the
system are accepted by the formula representing the checked property.
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2.3 Algorithm

In the previous section, we have stated the problem of model checking, which tells
us which question needs to be answered. However, the way it was stated did not give
any indication as to how it can be decided. To this end, we present an executable
algorithm which decides the model checking problem in this section.

2.3.1 Formula Automaton

An important property of LTL formulae is that for each of them, there is a corre-
sponding Biichi automaton that accepts precisely those words that are accepted
by the formula [Ger+96; SL14]. Moreover, constructing the corresponding Biichi
automaton for some formula can be performed algorithmically. We can thus assume
that there is a function F' performing this construction, called the formula automa-
ton function. This way, the Biichi automaton corresponding to the formula ¢ is
denoted by F'(¢). The correctness theorem for F' then states that for all formulae
¢, the following holds:

L(F(p)) = L(¢) (2.7)
That is, the language of the Biichi automaton corresponding to the formula is equal
to the language of the formula itself.

We then define the formula automaton to be F'(—). That is, the formula automaton
is the Biichi automaton corresponding to the negation of the formula that represents
the correctness property. It accepts precisely those words that violate the property
expressed by the formula.

2.3.2 Product Automaton

Let S be the system automaton, let ¢ be the formula, and let P be the interpretation
function. Using the product construction for Biichi automata given in section
[A.3.2] we define the product automaton to be the product of the interpreted system
automaton and the formula automaton:

P(S) x F(=y) (2.8)

This automaton accepts precisely those words that are interpreted runs of the
system and which also violate the formula. Thus, if it accepts any word, that is, its
language is non-empty, we know that the system has a run that violates the formula.
Hence, the problem of model checking has been reduced to the problem of deciding
language emptiness for Biichi automata.



2.3.3 Reachable Accepting Cycles

According to the previous section, deciding the model checking problem is equiv-
alent to deciding language emptiness for Biichi automata. This problem can be
solved by searching for reachable accepting cycles in the graph induced by the
Biichi automaton. A reachable accepting cycle is also called a lasso, since its graph-
ical representation looks just like one. From the acceptance condition of Biichi
automata described in section [A.3] we can conclude that each reachable accept-
ing cycle corresponds to some word in the language. Thus, a Biichi automaton’s
language is empty if and only if it has no reachable accepting cycles.

Searching for reachable accepting cycles can be done using nested depth-first-search
[Cou+92; SEOS]]. We can thus assume that a function has_lasso exists which returns
T if and only if a reachable accepting cycle exists in the given automaton.

Using the function has_lasso in conjunction with the product automaton, we can
then define the executable model checking function as follows:

check(S, ¢, P) = —has_lasso(P(S) x F(—)) (2.9)

This function checks if the product automaton contains a reachable accepting cycle
using the has_lasso function and then returns _L if there is one and T if there is not.

2.4 Off-Line vs. On-The-Fly

There are two basic ways of implementing the model checking algorithm described
in the previous section. The naive approach is called off-line model checking and
consists of explicitly constructing the system automaton, formula automaton, and
product automaton in order to perform the nested depth-first search. This means
that all the states and transitions of these automata first have to be constructed and
then stored somewhere. Doing so can have a significant impact on the performance
of the model checker, especially when the system automaton is large.

An improved approach known as on-the-fly model checking avoids the explicit
construction of the system automaton and product automaton. To do so, it represents
Biichi automata using transition functions instead of transition relations. The
transition function of the system automaton can be computed on the fly using a high-
level representation of the system, which is usually some kind of program source
code. The product automaton is constructed from this implicit representation of the
system automaton and the formula automaton according to the product construction
for Biichi automata given in section[A.3.2] This algorithm evaluates the transition
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system semantics correctness property

T T T
I I I
I I I
I I I
| | |
Y Y Y

system automaton interpretation function formula

formula automaton

product automaton

has_lasso

check

Figure 2.1: Overview of the model checking process. The dashed arrows represent
the process of modeling, which derives formal representations from the raw and
possibly informal inputs. The solid arrows show which of the formal entities are
used to derive other formal entities or results.

function of the product automaton on the fly, using the transition functions of the
system automaton and the formula automaton.

On-the-fly model checking thus allows performing nested depth-first search on the
product automaton without ever constructing it or the system automaton explicitly.
Instead, the nested depth-first search algorithm explores the product automaton
on the fly, starting with the set of initial states and adding states as transitions
are discovered via the product automaton’s transition function. This has various
advantages. Firstly, if the property does not hold, a counterexample may be found
before the whole product automaton is explored. Secondly, even if the checked
property does hold, parts of the system automaton that are not relevant with respect
to the checked property may not be explored at all, since these states may not appear
in the product automaton.
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2.5 Verification

We now present a proof of the fact that the function check actually decides the
model checking problem stated in equation[2.5] We arrive at the following steps:

check(S, ¢, P) <= —has_lasso(P(S) x F(—)) (2.10a)
<= P(S) x F(—¢) has no reachable accepting cycle (2.10b)
— L(P(S) x F(~9)) = {} (2.100)
= L(P(S) NLIF(=p)) = {} (2.10d)
= Lp(9)NL(p)={} (2.10e)
— Lp(S) € L(p) (2.10f)

In the following, we present some explanation for each step.

2.10al

This step follows directly from the definition of the model checking
function given in equation 2.9

2.10bl The function has_lasso uses nested depth-first search to determine if an

2.10d:

2.10f

automaton has a reachable accepting cycle. Given that it is implemented
correctly, has_lasso(P(S) x F(—)) does not hold if and only if there
is no reachable accepting cycle in the product automaton.

From the acceptance condition of Biichi automata, we can conclude that
each reachable accepting cycle corresponds to some word in the language.
Thus, the lack of reachable accepting cycles in the product automaton is
equivalent to the emptiness of its language.

This step follows from the correctness theorem about the Biichi automaton
product given in equation stating that for all automata A and B,
where for at least one of them, all states are accepting, it holds that
L(A X B)=L(A)NL(B).

This step is justified by equation[2.4] which states that for all automata
S, it holds that L(P(S)) = Lp(S), equation which states that for
all formulae ¢, it holds that L(F(¢)) = L(y), and equation[A.4] which
states that for all formulae ¢, it holds that £(—y) = L(¢p).

A mere set theoretic transformation is performed in this step.
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Chapter 3

Partial Order Reduction

In this thesis, we set out to formally verify a partial order reduction algorithm for
on-the-fly model checking. In this chapter, we introduce the basic ideas behind
partial order reduction, as well as the specific algorithm that is considered in the
formal verification effort of this thesis.

As mentioned before, model checking is often applied to parallel systems. With dif-
ferent processes executing in parallel, there are many possible ways of interleaving
their atomic operations. Since one usually cannot make any strong assumptions
about the scheduling of these processes, all possible interleaving orders have to
be considered in order to perform model checking. Due to this, a large number of
system states are possible, a phenomenon known as state space explosion. This
is unfortunate, considering that the checked correctness property may be largely
insensitive to the order of interleaving. For instance, two processes may operate
independently of each other, only performing local tasks whose results are not part
of the correctness property. In this example, it does not matter in which order the
two sequences of atomic operations are interleaved, since the are independent of
both each other and the correctness property.

This scenario strongly hints at a possible optimization for reducing the number of
system states by choosing a canonical interleaving order for independent operations
like local assignments. This is exactly what partial order reduction does. Using
static program analysis, partial order reduction determines at which system states,
operations can be omitted. This way, redundant interleavings are discarded, greatly
reducing the number of system states.

Various specific instances of this general idea have been proposed [Pel98}; Val9l;
Pel93;/God96]. In this thesis, we consider the algorithm presented in [Pel96], which
performs ample set partial order reduction for on-the-fly model checking.
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3.1 Fairness Assumptions

When model checking, certain properties concerning process scheduling are some-
times assumed. In the case of partial order reduction, a fairness assumption called
F, introduced in [Pel96, Page 43], can both improve reduction performance and
simplify the correctness proof of the algorithm. However, as we want to verify par-
tial order reduction in its most generic form, no fairness assumptions are employed
throughout the rest of the thesis and the more complex correctness proof is used.

3.2 Static Analysis

Ample set partial order reduction as described in [Pel96]] consists of two phases,
the static analysis phase and the reduction phase which uses the results from the
static analysis phase. During the static analysis phase, control flow information
about the system is used to determine which operations can be omitted at which
system states. Since this control flow information is hard to extract from the system
automaton, the static analysis phase is performed on a higher-level representation
of the system. In the case of a software system, this is typically the program source
code. Thus, the static analysis phase is specific to the system’s representation and as
such, not part of this thesis. In the following, we will simply assume that its results
are available to the reduction phase and that they exhibit the required properties.

The primary result of the static analysis phase is the ample function, written ample.
For all system states ¢, the ample set ample(q) is a subset of the set of enabled
operations en(q). If, at some system state, the ample set is a proper subset of the set
of enabled operations, we say that a reduction has taken place. Intuitively speaking,
the constants ¢, en, and ex describe the system automaton, while the constants ¢,
ample, and ex describe the reduced system automaton.

3.3 Off-Line Model Checking

Once the ample function has been obtained from the static analysis phase, the
reduction phase can be performed. At first glance, it may seem as if all of the work
is already done once the ample function has been obtained, as it can simply be
substituted for the function returning the set of enabled operations, resulting in the
reduced system automaton.
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However, there is an additional complication. For the partial order reduction
algorithm to work, the reduced system automaton has to be constructed using
depth-first search, with the ample function behaving differently depending on the
system states that are on the current search stack. Specifically, a reduction is invalid
if one of the operations in the ample set is on the search stack. Thus, the ample
function actually has to take the search stack s as an additional parameter, causing
the ample set at state ¢ to be ample(s, p).

The reduced system automaton 1 can then be constructed using depth-first search
exploration. It is subsequently used instead of the system automaton S in the model
checking process. With the reduced system automaton being smaller than the system
automaton, this can improve both time performance and memory consumption of
the model checker. Since the reduced system automaton has to be constructed up
front, this partial order reduction technique can be considered an algorithm for
off-line model checking.

3.4 On-The-Fly Model Checking

As described in section[2.4] on-the-fly model checking has various advantages over
off-line model checking, making it desirable to use this technique in conjunction
with partial order reduction. At first glance, partial order reduction seems like a
natural fit for on-the-fly model checking, since both it and the search for reachable
accepting cycles in on-the-fly model checking are performed using depth-first
search. However, the construction turns out to be somewhat tricky.

When doing on-the-fly model checking, we want to avoid explicitly constructing the
system automaton and the product automaton. If partial order reduction is not used,
this can be done by representing Biichi automata using transition functions, thereby
preventing the explicit construction of the transition relations of the system and
the product automaton. While the ample function already constitutes an implicit
representation of the reduced system automaton, it is not immediately possible to
use it as the transition function of a factor of the product automaton. The problem is
that the ample function, as it was introduced in the previous sections, takes a search
stack consisting of system states as its first parameter. However, when performing
depth-first search on the product automaton, the search stack contains product states,
so the types of the items on these search stacks are incompatible.

Another possible problem of using the ample function as part of a transition function
in nested depth-first search is that the reductions performed during the outer search
may not be the same as the ones performed during the inner search. This can
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happen as the search stack at some state during the outer search may not be equal
to the search stack at the same state during the inner search. If this happens, it
can compromise the algorithm’s correctness, as reachable accepting cycles in the
reduced product automaton may not be found by the nested depth-first search,
thereby causing the model checker to deliver the wrong result [HPY96].

The following sections describe some possible adaptations of various parts of
the model checking process and the partial order reduction algorithm in order to
perform partial order reduction together with on-the-fly model checking.

3.4.1 Search Stack Projection

The primary issue with using partial order reduction together with on-the-fly model
checking is that the ample function cannot be used as the transition function of a
factor of the product automaton due to the search stack incompatibility mentioned
previously. The most straightforward remedy for the situation is to project each
product state on the search stack to its first component before passing it to the ample
function. This way, the stack of product states is converted to a stack of system
states, making it compatible with the ample function.

Of course, the parameters being compatible does not imply that the resulting
algorithm is correct. However, we argue that every path the depth-first search
can take when exploring the reduced system automaton can also be taken when
exploring the product automaton using the ample function. From the viewpoint
of the ample function, the only difference is the search stack, whose projection
can now contain more system states than in off-line partial order reduction. This
can be caused by the depth-first search on the product automaton visiting multiple
product states with the same system state component, but different formula state
components. However, the ample function will only be more conservative in its
reductions when it is passed a search stack with additional states. This way, the
reduction algorithm should still be correct.

However, due to the additional system states present on the search stack, this
algorithm may reduce less than the off-line partial order reduction algorithm. This
may result in a larger product automaton than if off-line partial order reduction
was performed in conjunction with the regular Biichi automaton product, thus
diminishing the performance gains of the partial order reduction optimization.
Another issue is that while the previous paragraph suggests some reasons for the
algorithm’s correctness, this is still far from an actual proof, developing which may
still require substantial work. With these considerations, we decided not to pursue
this approach further.
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3.4.2 Sequential Product

The approach presented in the previous section is too conservative, weakening the
reduction in the process. This is because a transition to one of the system states on
the projected search stack does not necessarily close an actual cycle in the product
automaton, as the transition in the product automaton may lead to a product state
with a different formula state component. The idea behind the sequential product
approach is again to process the search stack consisting of product states before
passing it to the ample function. However, we now want to do it in such a way that
the processed search stack actually contains those system states to which making a
transition would close a cycle in the product automaton.

A transition in the product automaton represents transitions in both the system
automaton and the formula automaton. Thus, in order to decide if a transition in the
system automaton closes a cycle in the product automaton, one also needs to know
the transition in the formula automaton that is being made alongside of it. This
requires us to determine which transition is being made in the formula automaton
before evaluating the ample function. Thus, we can no longer use the regular Biichi
automaton product, but instead have to use a custom product construction. We call
this construction the sequential product, as it makes its transitions sequentially, first
the one in the formula automaton and then the one in the system automaton.

Once the successor state of the formula automaton is known, it is possible to
construct the processed search stack. It contains exactly those system states, which,
when paired with the successor state of the formula automaton, form a product state
that is on the search stack. We can then use this processed search stack and pass it
to the ample function in order to obtain the successor state of the system automaton.
Finally, the two successor states are combined to form the successor state of the
sequential product. A more formal presentation of the sequential product algorithm
can be seen in figure [3.1]

for all s, such that (r, P(p),s) € A(F(—y)) do
¢’ + the processed search stack with respect to ¢ and s
for all a € ample(c/, p) do
return (P(p), (ex(a,p), s))
end for
end for

Figure 3.1: The transition function of the sequential product. Given the system
automaton S, a formula ¢, an interpretation function P, a search stack c, a system
state p, and a formula state r, the listing shows how to calculate the successor
transitions &’(c, (p, r)) of the sequential product.
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Note that in [Pel96, Section 4], the same algorithm is described, albeit in a different
fashion. There, instead of processing the search stack to make it compatible with
the ample function, the ample function itself is modified.

Also note that this algorithm not only performs the product construction, but also
takes care of interpreting the system automaton, as this is a prerequisite for defining
the product automaton for model checking.

We mentioned earlier that using the ample function in conjunction with nested
depth-first search can compromise the search algorithm’s correctness since different
reductions may be performed during the outer and the inner search. A simple
solution to this problem is to incrementally construct the automaton during the outer
depth-first search. The inner depth-first search then uses this partially constructed
automaton instead of invoking the ample function, thus guaranteeing that the outer
and the inner search runs are performed on the same automaton.

For our formal verification effort, we decided to use this approach for adapting
partial order reduction to be used in conjunction with on-the-fly model checking.
During the remainder of this thesis, we will call the automaton that is defined using
the sequential product the reduced product automaton. The notation used for the
sequential product is the same as the one used for the regular Biichi automaton
product, resulting in the reduced product automaton being written as P(R) x F'(—y).
This notation somewhat conceals the fact that this is not a regular Biichi automaton
product, but a custom product construction, with the only notational difference
being that the reduced system automaton ? is being used instead of the system
automaton S. However, this detail will not be of much importance throughout the
rest of the thesis, such that it is unlikely to cause much confusion.

With the reduced product automaton established, we can now define the model
checking function for this on-the-fly partial order reduction approach:

check’(S, ¢, P) = —has_lasso(P(R) x F(—¢)) (3.1

Note that this definition is in complete analogy to that of the regular model checking
function in equation [2.9]

Our goal throughout the rest of the thesis is then to prove a correctness theorem
similar to the one shown in the set of equations [2.10] but for the on-the-fly partial
order reduction model checking function defined in equation [3.1]
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Chapter 4

Formal Verification

The main focus of this thesis lies on the formal verification of the partial order
reduction algorithms introduced in chapter[3] As mentioned previously, verification
describes the construction of mathematical proofs showing the correctness of some
algorithm. When formal proofs are used to do so, the process is called formal
verification. The following sections give an introduction to formal proofs as well
as the tools used to construct them.

4.1 Informal Proofs

The majority of all mathematical proofs are informal. An informal proofis presented
in natural language, and is intended to be read and understood by humans. These
proofs usually discuss concepts on a very high level, leaving out many details.
They sometimes also appeal to the reader’s intuition about the involved concepts.
This applies especially when these concepts lend themselves to being represented
visually, as is the case with finite automata, graphs and geometrical concepts. The
intention is to leave out those details that are not important for the understanding or
the validity of the proof, and which can also be easily reconstructed if needed.

The advantages of informal proofs are that in leaving out details and appealing
to intuition, they are shorter, potentially easier to understand, and that they can
focus on the relevant thoughts involved in the proof, without causing distraction
by dealing with technical details. However, this also often leads to problems. For
instance, what the author of the proof might consider a technical detail could be
crucial for the reader’s understanding of the proof. Steps which the author might
consider trivial or intuitive due to their deep understanding of the topic may be
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puzzling for the reader. Without a more detailed description to fall back on, the
reader may not be able to follow if the deduction gaps are too large. An even bigger
problem, however, is that sometimes, the author of a proof may consider a statement
trivial or intuitive which does, in fact, not hold. The reason for this is often that
the intuitive understanding of the involved concepts fails to consider pathological
cases like an automaton that is not connected or a graph without any vertices, since
one usually only thinks about the typical case. This way, errors in the proof may go
unnoticed since the proof step in which they occur was simply left out.

4.2 Formal Proofs

Conceptually, formal proofs are syntactic derivations of formulae using the axioms
and inference rules of some formal system. This way, it is precisely specified which
proof steps are valid and which are not. Thus, formal proofs cannot leave out any
details or resort to intuitive reasoning.

This causes formal proofs to have certain advantages over informal proofs. Firstly,
they are easy to follow, since there cannot be any gaps in the reasoning. While
the whole proof is often lengthy, each step is immediately justified since it is just
the instantiation of some inference rule. Of course, this also makes for a simple
way of checking the validity of a formal proof. One simply needs to check if each
step is a valid application of some inference rule. Another advantage is that being
forced to formalize concepts without omitting details or using intuitive reasoning
often leads to new insights and a better understanding of the concepts at hand. For
instance, one might uncover additional proof obligations or pathological cases that
were concealed by informal definitions or proofs. There have also been cases where
formalization has led to simplification, generalization, and/or further abstraction of
the involved concepts.

Unfortunately, formal proofs have their own set of issues. Most importantly, con-
structing them takes a lot of effort, since every little detail needs to be taken care of,
often leading to lengthy and tedious proofs. This is especially true when verifying
software, where the proofs tend to be full of technical details and ridden with many
instances of the same trivial proof obligation. Another issue is that while each step
of the proof is simple enough to comprehend, the high-level reasoning behind the
proof is often obscured by technical details. This may make it a lot harder to see
the idea that lies behind the proof. Finally, even though checking the correctness of
some formal proof is simple in theory, doing so by hand is still very error prone
due to the length of most formal proofs. Thus, errors in the proof may still not be
caught, albeit for different reasons than with informal proofs.
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4.3 Proof Assistants

A proof assistant is a piece of software that allows the user to interactively construct
formal mathematical models and proofs. The proof assistant both helps with the
construction and ensures the correctness of these proofs at all times.

Using a proof assistant can alleviate some of the issues of formal proofs described
in the previous section. For instance, most proof assistants enable the user to mod-
ularize their formalization. Some of them also feature powerful automation tools
enabling the proof assistant to find less complex proofs automatically. Both of these
features help with either removing technical details altogether, or at least allowing
the user to hide them in separate modules. This helps with keeping the focus on
high-level reasoning and the idea behind the proof, while still benefiting from the
fact that a formal proof is maintained by the proof assistant in the background. This
is important since the most significant advantage of using a proof assistant lies in
the fact that all the proofs are automatically checked. This makes the proofs much
more trustworthy than informal proofs or manually checked formal proofs.

That being said, developing a formal proof with the help of a proof assistant is still
significantly more work than developing the same proof informally. This is because
the proof steps that are skipped in informal proofs are often quite large, making
it hard for the proof assistant to fill in the gaps. Thus, initial proof development
for conjectured statements is usually done informally. Once an informal proof has
been found, it can be used to guide the construction of the formal proof.

theorem cantor:

fixes £ :: "’a = ’a set"
shows "— surj f"
proof

assume "surj f"
then obtain x where "f x = {y. y ¢ £ y}" by force
then have "x € f x +— x € {y. y ¢ £ y}" by blast
also have "x € {y. y ¢ f y} +— x ¢ £ x" by blast
finally have "x € f x «+— x ¢ f x" by this
then show "False" by simp

qed

Figure 4.1: Example of an Isabelle proof, showing a formalization of Cantor’s
theorem in Isabelle/HOL. Note how through the use of the structured proof language
Isar, the formal proof is actually fairly readable without any knowledge of the language
of the proof assistant, as it is similar to informal mathematical notation.
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For this thesis, the proof assistant Isabelle [PNW; NPWO02] was used together with
the Higher-Order Logic (HOL) system, together called Isabelle/HOL. Isabelle’s
architecture is built in such a way that the correctness of the whole proof assistant
depends only on a small logical core. The idea is for this core to be rarely modified
but tested extensively over time, which justifies the trust in its correctness. Figure
4.1 shows an example of a formal proof in Isabelle/HOL.

4.4 Formally Verified Model Checking

A formally verified model checker has already been developed as part of the CAVA
project [NEN}; Esp+13; Esp+14]. As it was also developed using Isabelle/HOL,
we were able to use parts of this formalization to develop our theories on partial
order reduction. Namely, we use the library for finite automata [Lam14], and the
formalization of the conversion from LTL formulae to generalized Biichi automata
[SL14] that is needed for the formula automaton as described in section [2.3.1]

The formal theories developed as part of this thesis are still much more detailed
than what is adequate for the presentation in a thesis. Furthermore, formal theories
in general cannot convey abstract ideas and intuition behind concepts and proofs as
well as natural language and diagrams can. Because of this, we chose not to present
the formal theories in this thesis. Instead, we will present the abstract ideas and the
intuition on which they are built, as well as the insights that were gained during
the formalization effort. The formal theories then serve as reference material and
correctness certificate, an important role in itself.
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Chapter 5

Automaton Generation

In this chapter, we start by establishing some prerequisites for the formalization
of algorithms like depth-first search. We then present a generalized version of
depth-first search that is needed to accommodate for the search stack parameter of
the ample function. Finally, we introduce the concept of generated Biichi automata
in order to be able to reason about the reduced system automaton in the correctness
proofs for the partial order reduction algorithm.

5.1 Nondeterminism and Refinement

When performing depth-first search, the traversal may take different routes, depend-
ing on the order in which the successors at each vertex are explored. Since the
successors of a vertex are usually not ordered, the exploration order may depend
on implementation details of the specific data structures that are used for the im-
plementation. As it is not desirable for the correctness proof to be dependent on
the specific implementation, we employ a technique called refinement using the
nondeterminism monad [Lam12]].

When using this technique, the algorithm is at first specified using abstract data
structures like sets, which are assumed to be unordered. Therefore, an operation
that retrieves a member of the set behaves nondeterministically. In our case, for
example, the specification of the depth-first search algorithm does not make any
statement about the order in which the successor vertices are explored.

In the abstract correctness proof, it is then proven that some property holds for
all possible sequences of nondeterministic choices. That is, it is proven that the
exploration order does not have any effect on the algorithm’s result. For instance,
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the fact that depth-first search discovers all vertices which are reachable through
the given successor function is independent of the exploration order.

Then, the abstract version of the algorithm can be made executable with minimal
effort. This is because replacing the abstract data structures with concrete ones
does not affect the correctness proof, as the algorithm was proven correct for all
possible sequences of nondeterministic choices. This way, the results carry over to
the executable version of the algorithm. This step is called refinement.

Refinement allows to separate the proof showing that the algorithm itself is correct
from the proof showing that the refinement to executable data structures is correct.
This improves readability and maintainability of both the definitions and the proofs.
For instance, it is possible to replace the specific implementation of an abstract data
structure without having to modify the abstract correctness proof at all.

Since model checking absolutely requires the involved algorithms to be executable,
we can make good use of these refinement techniques. We thus use the refinement
framework implemented in [Lam12]] to define our algorithms.

5.2 Generalized Depth-First Search

Regular depth-first search algorithms take as inputs a start vertex and a successor
function, where the successor function takes as parameter a vertex and yields the set
of edges from this vertex. As the ample function introduced in section[3.3|needs the
search stack of the depth-first search as an additional parameter, it cannot be used
as a regular successor function in regular depth-first search. To accommodate for
this, we have to implement a generalized depth-first search algorithm, which passes
the current search stack as a parameter to the successor function when evaluating it
at each vertex. We call such a combination of start vertex and generalized successor
function a generator for generalized depth-first search, which serves as input to the
generalized depth-first search algorithm.

The generalized depth-first search algorithm has two operating modes. The first one
simply explores the graph specified by the given generator by performing depth-first
search and keeping track of all the discovered vertices and edges. The result is then
the explored graph. Given a generator, this mode can be used to obtain the graph
which the generator represents. The other mode uses user-supplied hooks that are
invoked when entering or leaving a vertex. Together with a user-defined state type,
this enables implementing algorithms such as nested depth-first search [[Cou+92;
SEO3J] using this generic algorithm template for generalized depth-first search.
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Unfortunately, the correctness properties of this algorithm are not easily stated in
an abstract way. For instance, with regular depth-first search, given a generator
consisting of a start vertex vy and a successor function s, the graph (V, E') resulting
from depth-first search exploration is easily defined inductively as follows:

v eV (5.1a)
veV = (v,u) €s(v) = ueV (5.1b)
veV = eecs(v) = e€E (5.1¢)

However, the addition of the search stack as a parameter of the successor function
makes this impossible. It is necessary to actually perform the search to find out
with which search stack the successor function is invoked at each node. Thus, all
the properties about the explored graph have to be proven from the generalized
depth-first search algorithm directly.

At this point, it may seem tempting to skip the step of defining a complete cor-
rectness property for the algorithm, and to simply use the most abstract version of
algorithm itself, implemented using the constructs of the refinement framework for
that purpose. However, this causes issues later on as the refinement framework was
not designed to be used this way. Thus, we have to actually recreate the generalized
depth-first search algorithm using inductive predicates and then use the refinement
framework to prove that the most abstract version of the algorithm behaves as spec-
ified by those predicates. The predicates are then used to prove various statements
about the generalized depth-first search algorithm and the automata that it explores.

5.3 Generated Biichi Automata

For the correctness proof of the partial order reduction algorithm, we want to reason
about properties of the reduced system automaton. Unfortunately, this automaton is
only defined implicitly using the ample function and generalized depth-first search.
To make matters even worse, when using on-the-fly model checking, it may never
actually get constructed in its entirety.

Thus, we make this notion of a reduced system automaton explicit by introducing
the concept of Biichi automaton generators. Basically, we take the definition of
regular Biichi automata and replace the transition function ¢ with the generalized
transition function ¢’. The generalized transition function takes as parameters the
search stack and a state, and returns a set of transitions, each represented using a
tuple consisting of the label and target state of the transition. We can then derive a
generalized depth-first search generator from a Biichi automaton generator, and use
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generalized depth-first search to explore the automaton’s graph. From this graph,
we can then construct a regular Biichi automaton, which we will call the generated
automaton.

Note that since generalized depth-first search is nondeterministic, a Biichi automaton
generator may generate many different automata. Thus, we cannot assign a single
language to some Biichi automaton generator. Because of this, it makes sense to
consider properties that hold for the languages of all the generated Biichi automata
of some generator.

One further complication is that since generalized depth-first search needs a single
start vertex, we need to adjust Biichi automaton generators with more than one
initial state to fit this requirement. Fortunately, this is always possible by adding a
special initial state with transitions to all the initial states of the original automaton
generator.

With this setup, it is now possible to use the ample function together with the
initial and accepting states of the system automaton to define a Biichi automaton
generator for the reduced system automaton. We can then make statements about
the languages of the Biichi automata generated from this generator.
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Chapter 6

Auxiliary Definitions

So far, we have only defined various algorithms for performing partial order reduc-
tion. In order to reason about the correctness of these algorithms, a few auxiliary
definitions are needed, which are introduced in this chapter.

6.1 Stutter Invariance

An important predicate on temporal properties is stutter invariance. Intuitively
speaking, a property is stutter-invariant if it cannot distinguish between sequences
that differ only with respect to character replication, also called stuttering. We call
pairs of such sequences stutter-equivalent. For instance, the sequences ddddcba
and dcccebaa are stutter-equivalent.

Stutter-invariant temporal properties are important in parallel systems since they
allow different parts of the system to execute more independently from each other.
For instance, consider a system where the correct functioning of subsystem A
depends on subsystem B responding to its queries exactly 17 execution cycles after
they were placed. Here, subsystem 5 cannot be replaced by a faster version later
on, since that will break subsystem A. If the correctness of subsystem B were
specified using a stutter-invariant property, these strict timing assumptions could
not have been made by subsystem A. Stutter-invariant properties also capture the
behavior of schedulers very well, since those usually do not give any guarantees
about when exactly each process will be scheduled execution time. This may cause
other processes to observe stuttering in some shared state.

We call an LTL formula next-free if it does not make use of the next operator.
There is a connection to be observed between stutter-invariant linear temporal
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properties and next-free LTL formulae. Namely, next-free LTL formulae express
stutter-invariant properties, and every stutter-invariant linear temporal property can
be expressed using a next-free LTL formula [PW97].

The partial order reduction algorithm considered in this thesis works with next-
free LTL formulae. The fact that next-free LTL formulae express stutter-invariant
properties will be used in the correctness proof in section

6.2 Independence Relation

One of the key concepts in partial order reduction is that of an independence relation
between operations of the system [Pel96, Definition 2.1]. We say that a relation /
is an independence relation if and only if it exhibits the following properties:

1. I isirreflexive

2. I is symmetric

3. if (a,b) € I and a € en(q), then b € en(q) if and only if b € en(ex(a, q))
4. if (a,b) € I, a € en(q), and b € en(q), then ex(b, ex(a, q)) = ex(a, ex(b, q))

Intuitively, property [3|states that independent operations may not influence each
other’s enabledness, that is, executing one of the operations should not enable or
disable the other. Property [ specifies that independent operations should commute,
that is, the order in which they are executed should not matter. Some common
consequences of two operations being independent are shown in figure [6.1]

aab aab
b\é,‘~\;\/a b a
v qq )
\ /

(a) Diamond Completion (b) Operation Commutation

Figure 6.1: Independence gives rise to diamond structures. If the operations a and
b are independent, then the solid parts of the diagrams imply the dashed parts. In
diagram[a] both operations are enabled at state ¢; and executing either of them cannot
disable the other. Since the operations also commute, the paths are guaranteed to
join at state g4. In diagram [b] operation b being enabled at state g implies that it is
also enabled at state ¢;, and thus the diagram can be completed as shown.
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A dependence relation is the complement of an independence relation. We will
often consider the independence relation / together with its complement D.

Given an independence relation, the notion of independence can easily be extended
to sets of operations. We define two sets to be independent if and only if all pairs of
operations in the Cartesian product of these sets are independent. Using the notion
of independence between sets of operations, we can observe what happens when
the operations in a sequence are independent of the operations in another sequence.
Some of these consequences are illustrated in figure

/‘\\
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(a) Finite Sequence — Finite Sequence (b) Infinite Sequence — Finite Sequence

Figure 6.2: Independence properties carry over to sequences of operations. If the
operations in w are independent of those in v, then the solid parts of the diagrams
imply the dashed parts. Diagram [a]is essentially equivalent to diagram with
single operations being replaced by finite sequences of operations. Diagram [b]
illustrates the fact that the completion even works when the sequence w is infinite.

6.3 Equivalence Relations

Given an independence relation / and its corresponding dependency relation D,
we define various equivalence relations between finite and infinite sequences of
operations [Pel96, Page 41].

We say that two finite sequences w,; and ws are equivalent, written as w; =p wo,
if and only if they can be transformed into one another by repeatedly commuting
adjacent independent operations. The idea here is that two independent operations
can always be executed in reverse order, as guaranteed by property [3| from the
definition of independence relations. Furthermore, property | from the definition
of independence relations states that the order in which two independent operations
are executed does not matter, as the state that is reached in the end is the same
either way. As these properties still hold true for repeated commutations of adjacent
independent operations, it is usually possible to substitute a sequence of operations
with a different sequence that is equivalent to the first one.
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Next, we define the notion of prefix equivalence between two sequences w; and ws,
written as wy; <p we. We give definitions for all sensible combinations of finite
and infinite sequences, with the definitions successively building upon each other.
Given finite sequences w; and w-, the definition is as follows:

w1 p Wy <= Jvi. wy U1 =p Wo (6.1)
Given a finite sequence w; and an infinite sequence wsy, the definition is as follows:

wy Xp wy <= Jvs T wy. wy <p V2 (6.2)
Given infinite sequences w; and wo, the definition is as follows:

wy Xp wy == Vv Cw. vy Xp ws (6.3)

Intuitively, w; is prefix equivalent to wy if and only if w, is the prefix of a sequence
that is equivalent to w,. Note however, that this intuition may not hold in the case
of infinite sequences, where the actual definitions are a little more complicated.

Having established the notion of prefix equivalence, it can now be used to extend
the definition of equivalence to infinite sequences w; and w- as follows:

wW; =p Wy <= wi <p Wy A wy <p Wy (6.4)

That is, an infinite sequence is equivalent to another infinite sequence if and only if
both sequences are prefix equivalent to each other. This definition is possible since
the notion of prefix equivalence was also defined on pairs of infinite sequences. It
may also be worth noting that equation [6.4] constitutes a valid theorem when w;
and w- are finite sequences, in which case the notion of prefix equivalence defined
on pairs of finite sequences is invoked by the identity.

We define one last equivalence relation for both finite and infinite sequences of
operations. Given a set of operations A, as well as sequences w; and wy, where
either both are finite or both are infinite, we write w; jﬁ wsy if and only if there
exists a selection function s, such that the following statements hold:

1. wy =p s(wy)
2. the operations in 5(ws) are a subset of A
3. sis an independent decomposition of w,

The notion of independent decomposition will be introduced in section [6.6] In-
tuitively, w; jg wy means that w; is equivalent to a selection of ws, where only
operations in A have been removed, and where the removed operations can be
deferred indefinitely in ws.
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6.4 Visibility Sets

As mentioned in the previous section, replacing a sequence of operations with
an equivalent one usually has no adverse effects as it does not change the final
state that is reached after executing the whole sequence. However, the correctness
property may still be sensitive to the order in which certain operations are executed
within the sequence. If this is the case, a sequence of operations cannot simply be
replaced by an equivalent one as that could cause a change in whether the sequence
is accepted by the formula or not.

To deal with this kind of situation, we define the notion of a visibility set [Pel96),
Definition 3.4]. A set V' is called a visibility set if and only if the following holds
for all system states ¢; and ¢, and for all operations a:

(q1,a,q2) € A(S) = a ¢V = P(q1) = P(q) (6.5)

That is, for every transition in the system automaton whose associated operation
is invisible, the source state and the target state of the transition have the same
interpretation.

With this, a visibility set is a conservative approximation of the set of those opera-
tions whose execution can cause a change in the interpretation of the states along
some run in the system automaton. Given that the order of the visible operations
within a run is preserved, all the other operations can be commuted freely without
causing changes in the interpretation of the run, and therefore, also without causing
changes in the acceptance of this run by the formula.

Furthermore, the execution of invisible operations is merely observed as additional
stuttering when considering interpreted runs. As mentioned in section [6.1] the
partial order algorithm that is covered in this thesis works with formulae that
represent stutter-invariant properties. Thus, the execution of additional operations
that are invisible cannot be detected by the formula.

6.5 Independent Occurrence

We introduce the notion of independent occurrence. Given a set of operations A and
a finite or infinite sequence w, we say that A is an independent occurrence set for
w, if and only if all the operations in w before the first occurrence of an operation
in A are independent of the operations in A. In the case that no operation in A ever
occurs in w, all the operations in w have to be independent of the operations in A.
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The idea behind this definition is explained in the following. If A is an independent
occurrence set for w, then there are two cases. First, we consider the case that some
operation in A occurs in w. In this case, we can call this operation a and split the
sequence w into the three parts w1, a, and ws. Since A is an independent occurrence
set for w, we know that the operation a, being the first occurrence of an operation in
A, is independent of all the operations in w9, which yields the following equality:

W=wW Q- Wy =p a- Wy - Wa (6.6)

In the other case, no operation in A ever occurs in w. Since A is an independent
occurrence set for w, this means that all the operations in w have to be independent
of the operations in A. This results in the following equivalence:

a-w=pw-a (6.7)

6.6 Independent Decomposition

Independent decomposition is a property of a selection function s with respect
to a finite or infinite sequence of operations w. We say that s is an independent
decomposition of w, if and only if every operation in w that is not selected by s is
independent of all the operations in w occurring after it that are selected by s.

Essentially, the statement that s is an independent decomposition of w means that
the deselected occurrences of operations can be deferred indefinitely. In the case of
finite sequences, this means that the deselected operations can be commuted to the
end of the sequence, resulting in the following decomposition of w:

w =p s(w) - §(w) (6.8)

It is also possible to do the reverse and construct a function that is an independent
decomposition from an arbitrary decomposition of a sequence. However, the
definition is even more useful in the case of infinite sequences, as this case cannot be
characterized using a decomposition. Here, it means that the deselected operations
can be commuted as far back as needed, or, equivalently, arbitrarily many selected
operations can be made to occur before the first deselected operation.
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Chapter 7

Verification of Off-Line Partial
Order Reduction

The proof presented in [Pel96, Section 4] reduces the correctness of on-the-fly
partial order reduction to that of off-line partial order reduction. Thus, our first
formal verification effort concerns off-line partial order reduction. In the following
sections, we show that the oft-line partial order reduction algorithm presented in
section [3.3]is correct, given that the ample function fulfills certain properties. To
do so, we adopt the proof architecture from [Pel96, Section 3.2]. It consists of
proving a series of theorems which build upon each other, culminating in the final
correctness property.

Throughout this chapter, we will assume the existence of a system automaton S,
a formula ¢, an interpretation function P, and a reduced system automaton R,
where the reduced system automaton was generated using the algorithm described
in section 3.3

7.1 Assumptions

In order to prove the correctness of the partial order reduction algorithm presented in
section[3.3] we need to be able to assume certain properties about the ample function
that is used in this algorithm. Usually, these properties would be obtained from
theorems about the static analysis phase of the partial order reduction algorithm.
However, as mentioned in section the static analysis phase will not be covered
in this thesis. Thus, in this section, we will simply state the properties that we
expect the static analysis phase to guarantee.

32



These properties are stated with respect to an independence relation [ as defined in
section[6.2] We will call the corresponding dependence relation D. We also assume
that there is a visibility set " as defined in section As stated in section 3.1} we
will consider the case of partial order reduction without any fairness assumptions.
We thus use the following conditions adapted from [Pel96, Section 3]:

C1  Ifwvis the word corresponding to a run starting at state ¢, then ample(s, )
is an independent occurrence set for v.

C2  If ample(s, q) is a proper subset of en(q), then for all operations a in
ample(s, q), it holds that ex(a, q) ¢ s.

C3  If ample(s, ) is a proper subset of en(q), then all of the operations in
ample(s, q) are invisible.

Note that we present the conditions a little differently than is done in [Pel96], taking
advantage of having defined the notion of independent occurrence in section [6.5]
as well as making use of the additional search stack parameter s. In the case that
ample(s, ¢) = en(q), these conditions are fulfilled trivially.

The purpose of condition Cl1 is as follows. If v is the word corresponding to a run
starting at state ¢, then ample(s, ¢) may omit some of the operations enabled at state
q. However, condition C1 guarantees that all of the operations that occur in v before
the first operation in ample(s, ¢) are independent of the operations in ample(s, q).
Thus, the system might as well execute one of the operations in ample(s, ¢) before
these operations, justifying the reduction.

(a) System Automaton

a a
/D\ :
OmOn0 O,
(b) Reduced System Automaton 1 (c) Reduced System Automaton 2

Figure 7.1: Example of partial order reduction failing without condition C2. Shown
are the system automaton and its two possible reductions. Condition C2 prevents
degenerate reductions like the one seen in diagram|c| which would wrongly alter the
result of the model checking process.
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In order to fulfill condition C2, the ample function has to take the search stack
as an additional parameter. Condition C2 is thus indirectly responsible for a lot
of problems that arise in both the algorithm and its correctness proof due to this
additional parameter. However, as illustrated in figure it is needed for the
algorithm to be correct. The system automaton presented in figure contains
the operations a, b, and ¢, where « is independent of both b and c. We assume that
the operation c is visible. We consider the reduction at state .. Without condition
C2, either operation a or operation b can be omitted. Figure shows the effect
of omitting operation a. In this case, the reduction does not adversely affect the
model checking process, and operation c is still included. However, the reduction
shown in figure which omits operation b, causes the automaton to degenerate
completely, including the omission of operation ¢, which is visible. Condition C2
ensures that this cannot happen by only allowing a reduction to take place if none
of the operations in the resulting ample set are on the search stack. In this example,
the omission of operation b is thus not a valid reduction.

Condition C3' requires all the operations in a reduced ample set to be invisible.
The idea here is that since visible operations can have an effect on the checked
property, they cannot be commuted, as that may incorrectly alter the outcome of
the model checking process. Condition C3’ effectively augments the dependency
relation D, adding dependencies between all visible operations. We thus introduce
a new dependency relation D’ which represents this [Pel96, Page 50]:

D'=DU(VxV) (7.1)

This dependency relation makes the augmentation of the original dependency
relation that is caused by condition C3’ explicit. We will use D’ as the primary
dependency relation in the remainder of the off-line correctness proof. Thus, when
we mention that two operations are independent, we mean independent with respect
to D', unless explicitly stated otherwise.

7.2 Lemma 3.7

Let there be an infinite transition sequence that is accepted by the system automaton
with a corresponding transition run r starting at state ¢ and a corresponding transi-
tion sequence v. Then, lemma 3.7 [Pel96| Page 50] states that one of the following
statements holds:

a) there exists an operation a in ample(s, ¢), such that a <p/ v
b) the operations in ample(s, g) are invisible and independent of those in v
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For the proof, we first consider the case that ample(s, ¢) = en(q). Let a be the first
operation in v. Since a has to be in en(q), it is also in ample(s, ¢). Since a is the
first operation in v, it also holds that a <p v, proving case [a of theorem 3.7.

We now assume that ample(s, q) # en(q) holds. We know from condition C1
that ample(s, ¢) is an independent occurrence set for v. Furthermore, condition
C3’ implies that the operations in ample(s, ¢) are invisible as we are considering
the case that a reduction takes place. We consider two subcases. If none of the
operations in ample(s, ¢) ever occur in v, we know that they are both invisible and
independent of the operations in v, proving case [b| of theorem 3.7. If, on the other
hand, some operations in ample(s, ¢) do occur in v, we can assume «a to be the first
of them and then decompose v as outlined in equation[6.6}

V=101-G Vs =p Q- U1 - Vs (7.2)

Since a is invisible, this still holds when replacing D with D’. We can thus conclude
that @ < v, completing the proof of case[a| of theorem 3.7.

7.3 Theorem 3.9

Given an infinite word v; - a - v accepted by the system automaton, theorem 3.9
[Pel96| Page 51] states that there exist sequences u, ¢, and w, such that the following
statements hold:

1. u - a extends v in the reduced system automaton

2. the operations in u are independent of a

3. the operations in u are invisible

4. tis an independent decomposition of u

5. t(u) - w =pr vy

6. the operations in #(u) are independent of the operations in w

Figure illustrates theorem 3.9. Intuitively, the statement of theorem 3.9 is the
following. If an operation a is executed as part of a word vy - a - vo in the system
automaton, then the reduced system automaton may not be able to execute the
operation a at this point of the word due to this operation having been omitted during
the reduction. However, the reduced system automaton can execute a sequence
of operations u - a instead. The sequence u is decomposed into two parts by the
selection function ¢. The operations in ¢(u) will be executed as part of the word v
later (consequence , while the operations in ¢(u) may never occur in the word vy.
However, the operations in ¢(u) are independent of the operations in w (consequence
[6), which represents the part of v, that is not covered by #(u).

35



V2

Figure 7.2: Illustration for theorem 3.9. The word v; - a - v2 is given. Theorem 3.9
guarantees the existence of a word u - a in the reduced system automaton, which
extends the word v1. Since a is independent of the operations in  (and thus also the
operations in ¢(u) and ¢(u)), various different, equivalent paths can be taken, leading
to the grid-like structure seen in the diagram.

Due to time constraints, theorem 3.9 could not be formally proven in this thesis. In
[Pel96| Page 51], the proof of theorem 3.9 is omitted with the justification being
that it is similar to the proof of theorem 3.2, which is the corresponding theorem
for partial order reduction with fairness assumptions. The proof of theorem 3.2 is
given in [[Pel96, Page 45] and uses induction on the order in which the depth-first
search algorithm closes the states it discovers in the reduced system automaton.

7.4 Theorem 3.11

The central theorem of off-line partial order reduction is theorem 3.11 [Pel96, Page
52]. It makes the following statements:

1. if a transition sequence is accepted by the reduced system automaton, then it
is also accepted by the system automaton

2. if v is a transition word accepted by the system automaton, there exists a
transition word w that is accepted by the reduced system automaton and a set
of invisible operations A, such that v jg, w

Consequence [I|can be proven fairly easily. Since all partial order reduction does is
restrict the set of enabled operations at some states, both the set of states and the
transition relation of the reduced system automaton are subsets of the corresponding
entities of the system automaton. Thus, according to the definition of accepting
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transition sequences given in section[A.3] any transition sequence that is accepted
by the reduced system automaton is also accepted by the system automaton.

The proof of consequence 2], however, is rather tricky. We formalize the informal
proof given in [Pel96, Page 52]. The first step is, given a word accepted by the
system automaton, to inductively construct finite prefixes of a word accepted by
the reduced system automaton. For every operation executed in the original word,
the construction scheme takes a step in building the word for the reduced system
automaton. We consider three aspects of this construction. Firstly, section
describes the construction scheme that specifies in which state the construction
starts, as well as in which direction it can take a step in any given state. Secondly,
section proves certain invariants that hold throughout the construction and
which will be needed later in the proof. Thirdly and lastly, since we want to construct
arbitrarily long prefixes of the word for the reduced system automaton, section
proves that at any point of the construction, it is possible to take another step.
The second step in proving consequence 2] of theorem 3.11 consists of making the
transition from the arbitrarily long but finite prefixes that were constructed in the
first step, to the final, infinite word accepted by the reduced system automaton. This
step is described in section[7.4.4] The third and final step described in section
draws the theorem’s conclusions concerning the infinite word established in the
second step, whose prefixes are known to exhibit properties established in the last
part of the first step.

The following sections will assume the existence of a word v that is accepted by
the system automaton and describe the construction of a word w that is accepted by
the reduced system automaton.

7.4.1 Construction Scheme

Formally, the construction scheme for theorem 3.11 is represented using an inductive
predicate [NPWO02, Section 7] called C. Basically, this predicate describes the
valid states of the construction by specifying an initial state as well as rules for
taking steps. We write C'(vy, v9, w1, Wy, s1,1) to state that a construction state is
valid. The meaning of the involved variables is described in the following:

vy the prefix of v that has been processed so far

vy the suffix of v that has not yet been processed

wy the prefix of the reduced word constructed so far

wy one possible suffix of the reduced word constructed so far

s1 the selection function for operations that appear in w; but not in v

[ the operations that have been appended to w; but did not appear in v,
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The predicate itself is described using the following rules:

initial  C(e,v, €, 0, €, €) holds
absorb C(v; - a, vy, wy, wy, s1,1’) holds, given that
1. C(v1,a - ve,wy,wsy, s1,1) holds
2. a does occur in [
3. [’ is [ with the first occurrence of a removed
extend C(vy-a,vy,wy-u-a,wh,s;-t-T,1-t(u)) holds, given that
C'(v1,a - ve,wy, ws, s1,1) holds
a does not occur in [
u - a extends w; in the reduced system automaton
the operations in v are independent of a
the operations in u are invisible
t is an independent decomposition of u
a-t(u) - wh =p we
the operations in ¢(u) are independent of the operations in wY,

e A i e

To facilitate proper understanding of this predicate, the idea behind the construction
scheme is explained. Starting with the initial rule, operations are read from v,
and appended to v; using the absorb and extend rules (...vy,a - v ... becomes
...V1 - a,vs...). At the same time, operations are appended to w;, constructing
the reduced word, while a possible suffix of the reduced word is kept in w». Since
v, will never be empty again after the first step, the initial rule can only be applied
once, at the very beginning. Given that the absorb rule can only be applied if «
does occur in [, while for the extend rule, the opposite is true, we already know that
at all points of the construction, at most one of these rules can be applied.

The extend rule extends the reduced word that has been constructed so far. It uses
theorem 3.9, which does the extensions in batches, possibly appending multiple
operations to w; that will either appear in v, later on or not at all. The absorb rule
takes care of processing those operations that have been appended to w; ahead
of time, with [ keeping track of which operations are still queued up. Once an
operation is encountered that is not in the queue, the extend rule is applied once
again, appending more operations to both w, and the queue /. The selection function
s keeps track of those operations that will never appear in vo. This way, the absorb
and extend rules ensure steady progress, building arbitrarily long words w- in the
reduced system automaton.

It is worth noting that there are multiple ways of specifying the behavior of the
construction scheme using inductive predicates. Since the predicate is merely a tool
used for giving structure to the proof, we only care about the invariants it entails
and about the steps it can take. This allows for some flexibility in defining the
predicate.

38



For instance, in section we will prove invariant [T} which states that at all
points of the construction, w; is a transition word in the reduced system automaton.
This can be proven inductively, since premise [3] of the extend rule states that the
sequence u - a, which is appended to w; when applying the extend rule, is also a
transition word in the reduced system automaton which extends w;. This causes the
whole sequence w; - u - a to be a transition word in the reduced system automaton.

Alternatively, we could have required the composite sequence w; - u - a to be a
transition word in the reduced system automaton in premise 3] This would have
shifted the proof obligation for the fact that the concatenation of the sequences w;
and u - a is a transition word in the reduced system automaton from the proofs of
invariants of the construction in section to the proof about the construction
scheme always being able to take a step in section|/.4.3

Intuitively speaking, we have the choice between a weak predicate, leading to
difficult invariant proofs and simple step proofs, and a strong predicate, leading
to simple invariant proofs and hard step proofs. We chose to make the predicate
as weak as possible. Firstly, this simplifies the statement of the predicate a little.
Secondly, it shifts most of the work to the invariant proofs, which are easier to
structure and more easily decomposed into multiple lemmata, while the step proof
can remain as simple as possible.

7.4.2 Construction Invariants

In order to be able to work with the construction scheme, we first need to prove
certain invariants about the construction which will be needed for the later parts of
the proof. Given that C'(vq, vg, w1, we, $1, 1) holds, we state the following invariants:

1. w; is a transition word in the reduced system automaton

the first operation of v, is an independent occurrence in [

s1 is an independent decomposition of w;

Sl(wl) =pr vy -l

l-wy =pr vy

s1(wy) - we =pr vy - vy

the operations in 57 (w; ) are independent of the operations in wy
the operations in 57 (w; ) are invisible

e A S at

Figure[7.3]illustrates some of these invariants. Note that invariant[2]is never actually
used in the proof of theorem 3.11, serving merely as an intermediate property
needed to inductively prove invariants 4] and[5] Also note that invariant [6| follows
immediately from invariants ]and [5| The rest of the invariants are used at various
points of the proof.
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Figure 7.3: Illustration for the Construction state (vy, va, w1, w2, $1,1). Some of the
invariants can be seen in the diagram. For instance, the equivalence s (w1) =pr vy -1
from invariant and the equivalence wy =pr s1(w1) - 57(w7) from invariant lead
to the triangles visible in the diagram. The equivalence [ - wo =pr vo from invariant
[)is less visible, since the runs associated with the words vp and wy may never meet,
continuing indefinitely, even though they can be considered equivalent.

The proofs of these invariants are done using rule induction [NPW02, Section 7.1.3]
on the inductively defined predicate C'. With this scheme, the proofs of the invariants
are very straightforward. It is merely necessary to apply the composition rules
of the involved concepts (transition words, independent occurrence, independent
decomposition, etc.) using the induction hypotheses. Thus, we decided to not
present these proofs here.

7.4.3 Construction Step

In the previous section, we established various properties that hold for valid con-
struction states. To make these properties useful, we need to show that their premises
are actually met. That is, we need to prove that the construction can produce arbi-
trarily many valid construction states by consuming the word v step by step. More
specifically, we show that in each construction state, the construction scheme can
take a step towards a successor state, consuming an operation from v in the process.

With v being infinite, we can assume the suffix of v that has not yet been processed
to be of the form a - vo. Thus, we can assume that C'(vy, a - vg, w1, wa, s1, 1) holds.
The proof then works by case distinction on whether or not a occurs in /. Assuming
that a does occur in [, applying the absorb rule is simple, since premise |3|is really
just a definition of I’. Thus, by removing the first occurrence of a from [, all the
premises are fulfilled and the absorb rule can be applied.
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Let us now consider the case that a does not occur in /. In this case, our goal is
to apply the extend rule in order to perform a step of the construction. In order
to instantiate the extend rule we need to find a sequence of operations u, which,
together with the operation a, forms an extension of the word w;. To do so, we
want to use theorem 3.9 from section Thus, the first step is to prove that there
is an infinite word starting with w; - a. This would fulfill the premises of theorem
3.9. Figure illustrates the steps necessary for this proof.

Figure 7.4: Various proof steps are performed towards applying theorem 3.9. First,
wy is decomposed into a - wh, resulting in the inclusion of the part of the automaton
associated with state ¢;. Secondly, a - w) is appended to w1, yielding the part of
the automaton associated with the state ¢.. This allows us to instantiate theorem
3.9 using the run w; - a - wh, resulting in the runs v and w} as well as the selection
function ¢, displayed in the uppermost part of the diagram.

The solid parts of the automaton in figure [/.4|are identical to the automaton shown
in figure [7.3] with the exception of v, having been replaced with a - v,, since a
different construction state is being used.
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The first step towards fulfilling the premises of theorem 3.9 is as follows. As a does
not occurin/, but [-ws =pr a-v, due to invariant[5, we know that @ must occur in ws.
Furthermore, a being at the very beginning of the sequence a - vo implies a <pr wo.
Thus, we know that there exists a sequence wj, such that a - wy, =p w,. This
insight is indicated in figure [7.4] by adding the state ¢, together with its transitions.

Next, due to invariant[7} we know that the operations in 57(w; ) are independent of
the operations in ws. From this, it follows that w,, or, equivalently, a - w), can also
be appended to wy, as shown in figure|7.4| using the state ¢/..

With this, we have established an infinite word starting with w, - a. This allows us
to instantiate theorem 3.9 using the word w, - a - w), yielding the uppermost part
of the automaton in figure consisting of the states ¢/, ¢/, ¢,», and ¢...

We then prove that C'(v; - a,vo,wy - u - a,why, sy -t-T,0-t(u)) holds using the
extend rule. With the exception of premise (/| all premises of the extend rule follow
directly from either assumptions made in this section or from the consequences
of theorem 3.9. Premise [7|requires that a - ¢(u) - w} =p/ wo, which follows from
our earlier statement a - w) =p wo, as well as from consequence [5|of theorem 3.9,
which states that ¢(u) - w) =p wh,.

With C(vy - a, vy, wy - u-a,wh, sy -t-T,1-t(u)) established, we have proven the
existence of a successor state with a appended to vy, concluding the proof for the
case of a not occurring in /.

This proves that at each point of the construction, at least one of the rules can
be applied, consuming an operation from v, in the process. Together with the
observation made in section stating that the absorb and the extend rules are
mutually exclusive, this leads to the conclusion that at each point of the construction,
exactly one of the rules can be applied.

7.4.4 Transition to Infinite Sequences

In the previous section, we have proven that at each point of the construction, the
construction scheme can take a step, consuming an operation from the transition
word in the system automaton in the process. While doing so, it constructs a
corresponding transition word in the reduced system automaton. However, at each
point of the construction, the transition word in the reduced system automaton is
finite, while in order to prove theorem 3.11, it is necessary to construct an infinite
transition word in the reduced system automaton.

Intuitively, it should be possible to define an infinite transition word in the reduced
system automaton by taking infinitely many steps using the construction scheme.
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As the construction is deterministic, it should be possible to obtain a sequence of
finite transition words in the reduced system automaton, one for each successive
construction state. It should then be possible to get an infinite transition word in
the reduced system automaton as the limit of this sequence.

However, as is often the case with intuitive reasoning, there are additional assump-
tions hidden in this argument. Firstly, in order for this limit to exist at all, the words
in the sequence cannot keep changing forever. For every natural number, there has
to be a point in the sequence such that the prefixes of words of that length stay
fixed. Luckily, this is guaranteed by the fact that with each step of the construction,
operations are simply appended to the word in the reduced system automaton. This
way, once an operation has been appended to this word, it never changes.

Secondly, in order for the limit to be an infinite sequence, we need to show that
the words in the sequence grow to arbitrary length. Since the absorb rule does not
append anything to the word in the reduced system automaton, it is not immediately
obvious why this should be the case. Fortunately, we have proven invariant[] which
states that s1(w;) =p vy - . Since finite sequences which are equivalent also have
the same length, and applying a selection function to a sequence can only make it
shorter, this implies the following lower bound on the length of w;:

length(w;) > length(v,) (7.3)

Since each step of the construction scheme appends an operation to vy, and it can
take an arbitrary number of steps, this lower bound shows that the words w, in the
reduced system automaton grow to arbitrary length along the sequence.

This allows us to define an infinite word w and an infinite selection function s, such
that for every decomposition v = vy - v, there exist a prefix w; of w, a prefix s; of
s, a sequence ws, and a sequence [, such that C'(vy, ve, wq, ws, s1,1) holds. Using
the invariants about valid construction states proven in section[7.4.2] we can then
derive statements about arbitrarily long prefixes of w and s.

7.4.5 Final Consequences

To conclude the proof of the second part of theorem 3.11, we need to prove that:

1. the sequence w is an infinite word in the reduced system automaton
2. there exists a set of invisible operations A, such that v <3, w

The proof for consequence|[l]is rather straightforward. Applying the properties of w
established in the previous section, we can use invariant[I|to prove that arbitrarily
long prefixes of w are words in the reduced system automaton. An infinite word in
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the reduced system automaton merely requires all the operations in it to be enabled
at their respective states in the sequence. For any operation a occurring in w, we
can thus obtain a prefix w; of w that includes all the operations up to and including
this occurrence of a. As w; is a word in the reduced system automaton, this proves
that this occurrence of a is enabled in the reduced system automaton, showing that
w is an infinite word in the reduced system automaton.

Consequence [2|is also proven readily. The definition of the relation <4} in section
implies that in order to prove that there exists a set of invisible operations A,
such that v <%, w, we need to prove that there exists a selection function s, such
that the following statements hold:

1. v=p s(w)
2. all the operations in 5(w) are invisible
3. sis an independent decomposition of w

Statement [1] can be proven by showing that both v <p/ s(w) and s(w) <p/ v hold.
Since the relation < is defined in terms of a universally quantified statement about
prefixes, both statements follow from the invariants in a straightforward fashion.

From invariant [§] we can derive that, for arbitrarily long prefixes w; of w, the
operations in §(w; ) are invisible. Thus, the same holds true for w itself, which
proves statement [2]

Finally, invariant 3] asserts that, for arbitrarily long prefixes w; of w and s; of s, 51
is an independent decomposition of w;. From the way independent decomposition
is defined, this property carries over to w and s, proving statement 3]

7.5 Theorem 3.12

Let A be a set of invisible operations and let v and w be words in the system
automaton such that v <4, w. Let furthermore r be the run corresponding to the
word v and s be the run corresponding to the word w. With these assumptions,
theorem 3.12 [Pel96, Page 52] states the following:

P(r)Ey < P(s) o (7.4)

In the context of partial order reduction and with the consequences obtained from
theorem 3.11, this means that the formula accepts the interpretation of the original
run if and only if it accepts the interpretation of the reduced run.

The proof of theorem 3.12 consists of two parts. The first part shows that P(r)
and P(s) are equivalent up to stuttering. It was not possible to formally prove
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this within the time frame of this thesis. A description of the proof can be found
in [Pel96, Page 52]. The second part shows that next-free LTL formulae cannot
distinguish between words that are equivalent up to stuttering. This property was
already established in section [6.1}

7.6 Correctness Theorem

In this section, we assemble the results proven previously and use them to obtain
the final correctness theorem for off-line partial order reduction.

From consequenceI|of theorem 3.11 from section[7.4] we know that every transition
sequence accepted by the reduced system automaton is also accepted by the system
automaton. Thus, the same is also true for the accepted transition runs. Together
with the definition of the interpreted language from equation[2.2] this proves that the
interpreted language of the reduced system automaton is a subset of the interpreted
language of the system automaton:

Lr(R) C Lp(S) (7.5)

Using consequence [2] of theorem 3.11 together with the consequence of theorem
3.12 from section we know that for each transition run accepted by the system
automaton, there is a potentially different transition run accepted by the reduced
system automaton whose interpretation satisfies the formula if and only if the
interpretation of the original run does so, too. Thus, if for all transition runs
accepted by the reduced system automaton, it holds that their interpretations satisfy
the formula, then the same is also true for the system automaton:

Lp(R) C L(p) = Lp(S) C L(p) (7.6)

Putting together equations[7.5]and[7.6] we obtain the final correctness theorem of
off-line partial order reduction:

Lp(S) € L(p) <= Lp(R) C L(p) (1.7)

As stated in equation the model checking problem consists of deciding the
validity of the relation Lp(.S) C L(¢p). Thus, the final correctness theorem from
equation|[/.7|shows that replacing the system automaton with the reduced system
automaton does not change the result of the model checking process, justifying the
use of this partial order reduction optimization.
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Chapter 8

Verification of On-The-Fly Partial
Order Reduction

The primary goal of this thesis was to formally verify an algorithm for on-the-fly
partial order reduction. In section [3.4, we gave two possible ways of adapting
the off-line reduction algorithm for on-the-fly model checking. We decided to
pursue the proof of the algorithm using the sequential product, which is described
in section[3.4.2] This is also the approach chosen in [[Pel96, Section 4].

During the process of formalizing the correctness proof of this algorithm, we
discovered that one of the steps does not seem plausible. Indeed, we found what
we believe to be a counterexample for one of the identities used in the proof. In the
following sections, we introduce the concepts that are needed for the correctness
proof. We will then give an overview of the proof itself as well as a detailed
discussion concerning the step that we were not able to verify.

8.1 Automaton Completion

The central concept of the proof described in [Pel96] is that of automaton completion.
It gives rise to the completed product automaton, which serves as an intermediate
step between the interpreted system automaton and the product automaton. It
is structurally similar to the product automaton, while still accepting the same
language as the interpreted system automaton. It is intended to help in proving
statements about the language of the product automaton. We chose to present the
construction of the completed product automaton a little differently than is done in
[Pel96]] as we believe this alternative presentation to be more accessible.
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We will introduce the idea of automaton completion using an example. We assume
that there is a formula ¢ which contains only one propositional variable called p.
This yields the following universe of sets of propositional variables:

P(w)) = P{p}) = {{},{r}} (8.1)

We define the interpretation function P as follows:

P(q) = {{pl} fg=w (8.2)

{}  otherwise

The idea is then illustrated in figure Note that in this example, no partial order
reduction takes place, as it is supposed to merely illustrate the idea of automaton
completion. Thus, there are no generators and there is no reduced system automaton.

F(=) {r} Floe) ) U

= || <)

S

{r} {r} {r}

Figure 8.1: Example for automaton completion. Shown are the system automaton .S,
the formula automaton F'(—¢), the product automaton P(.S) x F'(—¢), the completed
formula automaton F’(—¢), and the completed product automaton P(S) x F'(—¢).
We use shorthand state notation for the product automata. For instance, the product
state (w, f1) is simply written as w;. Furthermore, we abbreviate the universe of sets
of propositional variables P (£2()) with the variable U in this diagram.
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The product automaton is constructed from the interpreted system automaton and
the formula automaton as described in section[2.3.2] Note how this results in two
instances of the system automaton with indices 1 and 2, respectively. The product
automaton accepts fewer runs than the interpreted system automaton. This happens
for two reasons. Firstly, not every state of the formula automaton is accepting.
Secondly, the formula automaton does not contain outgoing transitions for every
combination of formula state and set of propositional variables. For instance, the
system automaton in figure[8.1]has an outgoing transition at state .. This means that
the interpreted system automaton also has an outgoing transition at this state, which
is labeled with the interpretation of this state, in this case, {}. However, the state ¢o
in the product automaton is a dead end, since at state fs, the formula automaton
does not have an outgoing transition labeled {}.

This observation leads to the idea of the completed formula automaton. Here,
an additional completion state f; is added. Whenever a state does not contain
an outgoing transition for a specific set of propositional variables, a transition
to this completion state is added. This also holds for the completion state itself,
causing reflexive transitions for all sets of propositional variables to be added to it.
Additionally, all the states in the completed formula automaton are accepting. In
the example in figure since at state f5, the formula automaton does not have an
outgoing transition labeled {}, such a transition is added to the completed formula
automaton, targeting the completion state f.

We then define the completed product automaton to be the product of the interpreted
system automaton and the completed formula automaton. The completed product
automaton accepts the same language as the interpreted system automaton, while
being structurally similar to the product automaton. The only difference lies with
the accepting states as well as with states and transitions involving the completion
state. Note that the part of the completed product automaton which involves the
completion state is an exact replica of the interpreted system automaton itself.

8.2 The Reduced Completed Product Automaton

We now combine partial order reduction and automaton completion. Section [3.4.2]
explains how the product automaton construction can be modified to incorporate the
ample function instead of the transition relation of the system automaton, resulting
in the reduced product automaton. Automaton completion can be considered
a different modification to the product automaton construction, which uses the
completed formula automaton instead of the formula automaton, resulting in the
completed product automaton. Since these two modifications are independent, we
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can apply both of them, yielding the reduced completed product automaton. Figure
gives an overview of the different product automaton constructions.

P(S) x F(~¢) reduction P(R) x F(~¢)

completion completion

reduction

P(S) x F'(=¢) P(R) x F'(=)

Figure 8.2: Overview of the various product automaton constructions. Shown are the
product automaton P(S) x F(—¢), the reduced product automaton P(R) x F'(—p),
the completed product automaton P(S) x F’(—y), and the reduced completed
product automaton P(R) X F'(—¢), as well as the relations between them.

As mentioned in the previous section, our way of defining the reduced completed
product automaton is quite different from the one employed in [Pel96]. However,
the resulting automaton is the same. What we call the reduced completed product
automaton is called A’ in [Pel96], an automaton constructed by a nondeterministic
algorithm controlled by the formula automaton.

In [Pel96]], it is then claimed that all the proofs about off-line partial order reduction
from chapter[7]stay the same when replacing the reduced system automaton with the
reduced completed product automaton, or rather, an uninterpreted variant thereof.
However, this claim has not been formally proven and is thus only assumed to be
true in our presentation of the proof.

From this assumption, we know that the final correctness theorem of off-line partial
order reduction from equation [7.7| carries over when using the reduced completed
product automaton instead of the interpreted reduced system automaton. This leads
to the following statement:

Lp(S) € L(p) <= L(P(R) x F'(-¢)) < L(¢) (8.3)

That is, the interpreted language of the system automaton is included in the lan-
guage of the formula if and only if the language of the reduced completed product
automaton is included in the language of the formula. This theorem will be needed
for the correctness proof.

49



8.3 Proof Architecture

Having taken care of all the prerequisites, we now want to prove the correctness of
the on-the-fly partial order reduction algorithm described in section[3.4.2] Thus,
we have to show that the model checking function implementing this algorithm
actually decides the model checking problem stated in equation[2.5] We adapt the
proof architecture from [Pel96, Section 4] and arrive at the following steps:

check(S, ¢, P) <= —has_lasso(P(R) x F(—yp)) (8.4a)
<= P(R) x F(—) has no reachable accepting cycle (8.4b)
> L(P(R) x F(=¢)) = {} (8.4c)
< L(P(R) x F'(=¢)) N L(F(—¢)) = {} (8.4d)
= L(P(R) x F'(=)) N L(p) = {} (84¢)
<= L(P(R) x F'(=p)) C L(p) (8.4f)
= Lp(5) € L(») (8.4g)

Note that both the reduced product automaton as well as the reduced completed
product automaton are generated automata. As such, close attention has to be paid
to whether some step is performed on the generator or the explored automaton.
During the formal verification effort, this has given rise to many proof obligations
that are easily overlooked when appealing to intuition for the reasoning about
generated automata. Nonetheless, we will not make this distinction here since the
main focus of this chapter is not on the presentation of a formal proof, but rather
on the issues with the proof of step[8.4d| Thus, we will simply treat these automata
as if they were fully generated at all times.

In the following, we present a short explanation for each step.

B.4al This step follows directly from the definition of the model checking
function given in equation [3.1]

8.4b| The function has_lasso uses nested depth-first search to determine if an
automaton has a reachable accepting cycle. Given that it is implemented
correctly, has_lasso(P(R) x F'(—)) does not hold if and only if there
is no reachable accepting cycle in the reduced product automaton.

8.4c¢l From the acceptance condition of Biichi automata, we can conclude
that each reachable accepting cycle corresponds to some word in the
language. Thus, the lack of reachable accepting cycles in the reduced
product automaton is equivalent to its language being empty.
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8.4d The proof for this step given in [Pel96, Section 4] uses the identity
L(P(R) x F(—¢)) = L(P(R) x F'(=¢)) N L(F(—¢)). We think that
this identity does not hold and will discuss a counterexample in section
[8.4 However, as argued in section [8.4.6] the step itself may still be valid.

8.4e| This step is justified by equation which states that for all formulae ¢,
it holds that L(F(¢)) = L(y) and equation which states that for all
formulae ¢, it holds that £(—¢) = L(p).

8.4ff A mere set-theoretic transformation is performed in this step.

b

As mentioned in section[8.2] [Pel96] claims that all the theorems about off-
line partial order reduction carry over when using the reduced completed
product automaton instead of the reduced system automaton. Equation
the transferred version of the final correctness theorem of off-line
partial order reduction from equation|/./} is used to prove this step.

8.4 Reduced Product Automaton Language

In order to complete the proof outlined in the previous section, we need to prove
step The proof for this step given in [Pel96] uses the following identity:

L(P(R) x F(=p)) = L(P(R) x F'(=¢)) N L(F(=¢)) (8.5)

That is, the language of the reduced product automaton is equal to the intersection
of the languages of the reduced completed product automaton and the formula
automaton. This identity immediately proves step [8.4d]

We consider the two inclusions that make up the equality statement. The proof of
the inclusion L(P(R) x F(—¢)) C L(P(R) x F'(—)) N L(F(—¢)) is straight-
forward. Every transition sequence accepted by the reduced product automaton
is also accepted by the reduced completed product automaton. Additionally, a
transition sequence accepted by the formula automaton can be extracted from a
transition sequence accepted by the reduced product automaton by projecting every
state in the sequence onto its formula state component.

The proof for the other direction, however, is rather tricky. In order to show that the
inclusion L(P(R) x F'(—¢)) N L(F(—p)) € L(P(R) x F(—¢)) holds, we have
to prove that every word which is accepted by both the reduced completed product
automaton and the formula automaton is also accepted by the reduced product
automaton.
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The first intuition here could be that any transition sequence that is accepted by
the reduced completed product automaton, and whose corresponding transition
word is accepted by the formula automaton, is also accepted by the reduced product
automaton. The idea here is that since the corresponding transition word is ac-
cepted by the formula automaton, the transition sequence never has to fall back on
completion states or states that are only accepting in the reduced completed product
automaton, but not in the reduced product automaton. However, if the formula
automaton is nondeterministic, there may be a transition sequence whose corre-
sponding transition word is accepted, while the sequence itself is not. This means
that a transition sequence accepted by the reduced completed product automaton
may not be accepted by the reduced product automaton.

At this point, is seems like it might be possible to construct a transition sequence that
is accepted by the reduced product automaton from transition sequences accepted by
the reduced completed product automaton and the formula automaton, respectively.
The plan is to take the transition sequence accepted by the reduced completed
product automaton, which is not necessarily accepted by the reduced product
automaton, and replace the formula state component with the states in the transition
sequence accepted by the formula automaton. Surely, this will yield a transition
sequence that is accepted by the reduced formula automaton, as the sequence itself
is accepted by the reduced completed product automaton, while its projection is
accepted by the formula automaton. Unfortunately, this constructed transition
sequence may not be a transition sequence in the reduced product automaton at
all, as the instances of the system automaton in the reduced product automaton
corresponding to each formula automaton state may have been reduced differently.
Because of this, a transition sequence in the system automaton may be a transition
sequence in the product automaton when paired with one transition run in the
formula automaton, but not when paired with another one.

In the following sections, we will use this insight to construct a counterexample for
the second inclusion of the identity from equation[3.5]

8.4.1 Setup

Figure [8.3] shows the setup for the counterexample, consisting of the system au-
tomaton S and the formula automaton F'(—p).

We assume that the formula ¢ contains the propositional variables p; and p,. This
yields the following universe of sets of propositional variables:

PQ(p) = P(p1p2}t) = ({3 Apik b2y p1s 2t} (8.6)
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{]92}

(a) System Automaton S (b) Formula Automaton F'(—y)

Figure 8.3: The setup for the counterexample.

We define the interpretation function P as follows:

{m} ifqg=9

{p2} ifg=~
P(q) = 8.7
(9) () ifq=r (8.7)

{}  otherwise

With this definition, the operations b, e, and f are the only ones that change the inter-
pretation of the current system state. We can thus assume that all other operations
are invisible and define the set of visible operations V' as follows:

V={be f} (8.8)

8.4.2 Reduction

Next, we establish the prerequisites for performing partial order reduction on the
given automata. We employ the following independence relation:

I ={(a,d),(d,a),(b,d),(d,b),(c,d),(d c)} (8.9

Using the definition presented in section[6.2] it can be verified that this is indeed a
valid independence relation for the given system automaton. The corresponding

53



diamond constellations can be seen in figure[8.3al Note that the diamond constella-
tion corresponding to the independence of the operations ¢ and d is degenerate due
to the reflexivity of operation c.

We now define the function ample as follows:

{d} if¢g=aand. ¢ s
ample(s,q) =< {a} ifg=aandf ¢ s (8.10)
en(q) otherwise

The rules are applied in the given order. This means that a reduction is performed
at state «, if possible. In all other cases, the ample function simply returns the set
of enabled operations, meaning that no reduction takes place.

We have to verify that this ample function fulfills the requirements established in
section Since these properties always hold in the case that no reduction takes
place, only the state o has to be considered.

C1  We verify that the two reduction possibilities given in equation [8.10|are
both valid. In both cases, starting at state «, all the operations encountered
before the first operation in the ample set are independent of all the
operations in the ample set with respect to the independence relation
introduced in equation 8.9

C2  The guard conditions employed in equation [8.10| guarantee that in case
of a reduction, none of the operations in the resulting ample set lead to a
state in s when executed.

C3  The only operations that can be part of a reduced ample set are a and
d. Since they are both invisible according to the set of visible opera-
tions established in equation [8.8] there can never be a reduced ample set
containing visible operations.

8.4.3 Product

We now construct the reduced product automaton. We use the transition relation of
the formula automaton together with the ample function defined in equation [8.10]
to build the transition function of the reduced product automaton according to the
definition of the sequential product construction, which was introduced in section
With this transition function, it is then possible to define the generator of the
reduced product automaton, which can be explored using generalized depth-first
search. Figure [8.4]shows what the fully explored automaton looks like.
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SN {p2} s

{p2} {p2} {p}

Figure 8.4: The reduced product automaton P(R) x F'(—) for the counterexample.
We use shorthand state notation. For instance, the state (v, f1) is simply written as
a1. Note that since the reduced product automaton is already interpreted, its labels
are sets of propositional variables instead of operations.

Using the shorthand state notation from figure [§.4] we describe the interesting
parts of the depth-first search exploration, which occur at the states a, aw, 01, and
79. The former two states are interesting because they are the only states at which
reduction can possibly take place, the latter two are interesting because they are the
only states at which non-reflexive transitions can be taken in the formula automaton.
At all other states, the search algorithm merely explores an instance of the system
automaton.

When the search algorithm reaches the states d; and 75, the formula automaton can,
in addition to the reflexive transitions, take a transition between its two states. This
means that from state §;, there are transitions to both «; and «», and from state 7,
there are transitions to both 7, and 7.

The search algorithm can only reach the state «; via the states ¢y, k1, and 9y,
resulting in the search stack [t1, k1, d1, a1]. With P(a) = {}, the state f; is the
only successor state of the formula automaton at ;. Using this successor state
of the formula automaton, we obtain the processed search stack as described in
section causing the ample function to be invoked as ample([, s, d, o, ).
The ample function then tries to make a reduction according to the rules given in
equation [8.10] The first rule cannot be chosen since the state ¢ is on the processed
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search stack. However, the second rule can be applied since the state /3 is not on the
processed search stack. Thus, we can conclude that the ample set is {a}, leading to
the discovery of the state ;. The transition («, d, ¢), which is also enabled in the
system automaton, is never discovered in the part of the reduced product automaton
that corresponds to the formula state f;.

The state s is also reached via the states ¢;, 1, and ¢y, resulting in the similar
search stack [t1, k1,01, ap]. As before, the fact that P(«) = {} holds forces the
formula automaton to use the reflexive transition. However, as the formula state
component of ay is fo, the successor state of the formula automaton is also fs.
Thus, processing the search stack now results in the ample function being invoked
as ample([a], ), since all the states with a formula state component other than f,
were removed from the search stack. With this, the ample function can now use
the first rule from equation [8.10] since the state ¢ is not on the processed search
stack, resulting in the ample set {d}. Because of this, the transition («, a, ) is
never discovered in the part of the reduced product automaton that corresponds to
the formula state f,. This, in turn, causes large parts of the system automaton to be
omitted from this part of the reduced product automaton.

The important thing to note about the reduced product automaton shown in figure
[8.4]is that the two instances of the system automaton that it is comprised of have
been reduced differently. The instance corresponding to the formula state f; omits
operation d at state «, while the instance corresponding to the formula state f,
leaves out operation a at state cv. This fact will be used in section [8.4.5|to derive a
contradiction for the identity given in equation[3.5]

8.4.4 Completion

Our next goal is to construct the reduced completed product automaton. To this
end, we first consider the completed formula automaton. As can be seen in figure
the formula automaton has outgoing transitions for all combinations of states
and labels. This means that there is no need for an additional completion state in
the completed formula automaton. Thus, the completed formula automaton shown
in figure [8.5]1ooks exactly like the formula automaton, except for the fact that all
states are accepting.

The reduced completed product automaton is shown in figure[8.6] As it is built by
replacing the formula automaton in the product construction with the completed
formula automaton, it is very similar to the reduced product automaton. Indeed,
the only difference is that all states are accepting in the reduced completed product
automaton, while they are not in the reduced product automaton.
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{p2}

Figure 8.5: The completed formula automaton F’(—y) for the counterexample.
Since the formula automaton shown in figure [8.3b]already has outgoing transitions
for all combinations of states and labels, its only difference to the completed formula
automaton shown in this diagram is the fact that in the completed version of the
automaton, all the states are accepting.

{Pz } {Pz } {pz }

Figure 8.6: The reduced completed product automaton P(R) x F’'(—y) for the
counterexample. We use shorthand state notation. For instance, the state («, f1) is
simply written as a1. As with the completed formula automaton, the only difference
between the reduced completed product automaton shown in this diagram and the
reduced product automaton shown in figure [8.4]is the fact that in the completed
version of the automaton, all the states are accepting.
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8.4.5 Contradiction

We can now use the automata constructed in the previous sections to contradict
equation [8.5] which states that the language of the reduced product automaton
is equal to the intersection of the languages of the reduced completed product
automaton and the formula automaton. We define the word w:

w={-{FApd {3 {3 Ape}” (8.11)

Then, we show that the word w is accepted by both the reduced completed product
automaton and the formula automaton, but not by the reduced product automaton.
We use the shorthand state notation for states in the product automata again.

We prove that the word w is accepted by the reduced completed product automaton.
To this end, we define the run r as follows:

r=11-K1-01-0Q1- 515 (8.12)

A quick look at figure [8.6] confirms that the run 7 and the word w together form
a transition sequence in the reduced completed product automaton. Since all the
states in the reduced completed product automaton are accepting, every transition
sequence starting at ¢; is accepted. This proves that the word w is indeed accepted
by the reduced completed product automaton.

The formula automaton shown in figure [8.3b] simply accepts all those words that
contain at least one occurrence of the set of propositional variables {p; }. Since
this is the case for the word w, we know that the formula automaton accepts it.

However, in contrast to the reduced completed product automaton, the run r is not
accepted by the reduced product automaton due to the change in accepting states.
Indeed, as can be seen in figure [8.4] if a word is to be accepted by the reduced
product automaton, the corresponding run needs to contain at least one of the states
corresponding to the formula state f,, as the other part of the automaton does not
contain any accepting states. In our case, the word w ends with {p,}“. This means
that any run that is both accepted by the reduced product automaton and which
corresponds to the word w has to end with 75°. However, it is impossible to reach
the state 75 while consuming the label sequence {} - {} - {p1} - {} - {}, since the
shortest path to the state 75 consumes the label sequence {} - {} - {p1} - {} - {} - {}-
Thus, there can be no run, which, together with the word w, forms a transition
sequence that is accepted by the reduced product automaton, which proves that the
reduced product automaton does not accept the word w.

Thus, w is accepted by both the reduced completed product automaton and the
formula automaton, but not by the reduced product automaton, contradicting the
statement from equation [8.5]
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8.4.6 Consequences

Even though we have found a counterexample for the identity in equation [8.5]
step [8.4d] for which it is used, may still be valid. This is because step [8.4d| does
not require the language of the the reduced product automaton to be equal to the
intersection of the languages of the reduced completed product automaton and the
formula automaton. Rather, it suffices if the emptiness of the former is equivalent
to the emptiness of the latter.

In section [8.4] we have proven one of the inclusions of the identity in equation [8.3]
Thus, the proof of step [§.4d|could be completed using the following implication:

L(P(R) x F'(=p)) N L(F(=p)) #{} = L(P(R) x F(=¢)) #{} (8.13)

That is, if both the reduced completed product automaton and the formula automaton
accept some word, then the reduced product automaton also accepts some word.

Note that this statement is weaker than the inclusion for which we provided the
counterexample and that it is indeed not affected by the counterexample. While
the word w defined in the previous section is not accepted by the reduced product
automaton, we can construct a new word w’ that is:

w =} Apd- {333 A2 (8.14)

This word w' is, in a sense, equivalent to the word w, as it is obtained via the addi-
tional execution of the operation d in the system automaton, which is independent
of all the operations occurring afterwards in w’.

We were not able to find a counterexample for the implication in equation [8.13|
and suspect that it does indeed hold. However, even if it does, the counterexample
has shown that there are cases in which the reduced completed product automaton
and the formula automaton accept a word that is not accepted by the reduced
product automaton. Thus, in order to prove the implication in equation [8.13] it
will be necessary to use the transition sequence in the reduced completed product
automaton to construct a completely new transition sequence with a different
corresponding transition word. In particular, it is not possible to simply replace
the formula state component of the states in the transition sequence with those in a
transition run accepted by the formula automaton as one might be tempted to. This
strongly indicates that if it exists at all, the proof of step [8.4dis non-trivial.

59



Chapter 9

Verification Results

As mentioned in section [4.4] we have decided not to present the actual formal
theories in this thesis. However, most of the time spent on this thesis was spent
working on them. Because of this, we want to at least give an overview of the results
of the formal verification effort in this chapter. We organize the formal theories
into the following six parts.

Basics Together, the HOL library and the CAVA project already provide formal-
izations for most of the basic concepts we needed. Nonetheless, a few definitions
and theorems had to be added regarding basic data structures like sets, sequences,
graphs, and relations. Some extensions were also made to automata-theoretic
constructs like labeled transition systems and Biichi automata, as well as to the
formalization of LTL formulae. Finally, a few additions were made to the formal-
izations concerning nondeterminism and the refinement of monadic programs.

Model Checking This part contains some basic definitions and theorems about
automata-based model checking, concerning the system automaton, the formula,
and the interpretation function together with all its extensions. We formalize the
concepts described in chapter 2]

Automaton Generation As described in chapter[5] automata generated by gen-
eralized depth-first search play an important role in partial order reduction. As
such, these and related concepts were formalized in this part. To do so, we use
the refinement framework from [Lam12].

Partial Order Reduction Basics The basic concepts needed to prove the cor-
rectness of partial order reduction were introduced in chapter[6] As they provide
the foundation for the formalizations of both off-line and on-the-fly partial order
reduction, they were formalized in this part of the formal theories.
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Off-Line Partial Order Reduction This part of the theories contains the for-
malization of the proof presented in chapter [/, All the theorems except for
theorem 3.9 from section [7Z.3] and theorem 3.12 from section have been
formally proven.

On-The-Fly Partial Order Reduction As outlined in chapter[§] our efforts in
verifying the on-the-fly partial order reduction approach presented in [Pel96]
were unfortunately not successful. This part comprises the formal theories whose
development led to the discovery of the issues described in section [3.4]

Finally, we give some statistics about the formal theories in figure 0.1] As with
most software metrics, they cannot be taken as precise measurements of the volume
or complexity of the theories. However, they can still convey a rough estimate of
the effort that was required to develop those theories.

Part Definitions Theorems Lines
Basics 73 342 3502
Model Checking 10 18 321
Automaton Generation 36 70 1279
Partial Order Reduction Basics 16 144 1851
Offline Partial Order Reduction 11 26 962
On-The-Fly Partial Order Reduction 46 49 1292
Total 192 649 9207

Figure 9.1: Statistics concerning the formal theories. Shown are the number of
definitions, the number of theorems, and the lines of code in each part of the theories,
as well as the total sum of each of these values.
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Chapter 10

Conclusion

This thesis has produced two important results. Firstly, we were able to formalize
significant parts of the correctness proof of off-line partial order reduction in chapter
These formalizations represent both a correctness certificate as well as a very
detailed description of the proofs they implement. Secondly, attempting to formalize
the correctness proof of on-the-fly partial order reduction in chapter|[§|allowed us to
discover a flaw in said proof which might otherwise not have been found. These two
cases conveniently illustrate some of the possible outcomes of trying to formally
prove a result that has only been informally proven so far.

At this point, there are multiple ways of continuing the work started in this thesis.
An obvious choice is of course to complete the formalization of the correctness
proof of off-line partial order reduction. While formally proving theorem 3.9 and
theorem 3.12 may still require considerable effort, we would not expect to encounter
any fundamental problems here.

Ultimately, it would be desirable to formally verify some on-the-fly partial order
reduction algorithm. As mentioned in section[8.4.6] the overall soundness of the
algorithm described in [Pel96] may not be affected by the counterexample. Thus,
it may be possible to find a different proof which uses the run in the reduced
completed product automaton to construct a different but equivalent run in the
reduced product automaton. However, there is not much guidance for this proof
and completing it will probably require considerable effort. Another possibility
would be to use a different way of adapting the off-line partial order reduction
algorithm for use in on-the-fly model checking. An approach which we have not yet
explored consists of lazily constructing the reduced system automaton using off-line
partial order reduction techniques. It is also possible that the insights gained in
[CP96] concerning the use of a well-founded relation instead of generalized depth-
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first search can help with the adaptation for on-the-fly model checking. Finally,
there is the possibility of using a completely different approach such as static
partial order reduction [Kur+98], which can avoid the issues with on-the-fly model
checking altogether by not requiring the ample function to take the search stack as
an additional parameter.

Once on-the-fly partial order reduction has been formally verified, it may be worth-
while to put some effort into refactoring the formal theories. Machine-checked
theories are well-suited for refactoring, as the proof assistant can make sure that the
proofs remain valid at all times. Through refactoring, it is then often possible to
simplify both the definitions and the proofs involved in the theory, yielding a better
understanding of the concepts in the process.

Finally, the optimization can be incorporated into the CAVA project [NENj; Esp+13;
Esp+14] in order to obtain a fully verified model checker that makes use of on-the-fly
partial order reduction. This should result in a significant performance improvement
over the naive implementation when using model checking for parallel systems.
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Appendix A

Definitions

In this appendix, we introduce some basic concepts and corresponding notation to
be used throughout the thesis. These notions are not specific to model checking
and the reader may already be familiar with some or all of them. Nonetheless,
introducing them here enables us to agree on notation and terminology.

A.1 Sequences

Both finite and infinite sequences are considered. The empty sequence is denoted
by e. The concatenation of two sequences v and v is written « - v. Iteration of v,
that is, repeating the finite sequence v infinitely often, is denoted by v*. We write
v(7) to refer to the ith item in the sequence v. The suffix obtained by removing the
first ¢ items from v is written v°.

We define the prefix relation T on all combinations of finite and infinite sequences.
We write u C v if and only if w is a prefix of v. An infinite sequence can never be a
prefix of a finite sequence.

We introduce the notion of a selection function from [Pel96, Definition 3.8] for
both finite and infinite sequences. Given a sequence w, a selection function is a
sequence s that assigns a truth value to each position in w. We can then write s(w)
to denote the sequence remaining after removing all the items occurring at positions
in w which are assigned the value | by s. We define 5 to be the inverse of s, that
is, the selection function where the assigned truth values have been negated. We
can thus write 5(w) to denote the sequence remaining after removing all the items
occurring at positions in w which are assigned the value T by s.
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A.2 Linear Temporal Logic

Linear temporal logic (LTL) is an extension of propositional logic designed to
include a temporal component. Formulae in linear temporal logic can be used to
express properties of infinite sequences. Given that p is a propositional variable
and ¢ and 1) are LTL formulae, the following are also LTL formulae:

T truth (A.la)
L falsity (A.1b)
P propositional variable (A.1c)
—p negation (A.1d)
O AP conjunction (A.le)
oV disjunction (A.1f)
e U1 until (A.1g)
Ry release (A.1h)
Xy next (A.1i)

Given a formula ¢, we also define {2(¢) to be the set of all those propositional
variables that occur in the formula.

Next, we define the semantics of LTL formulae by introducing the satisfaction
relation |=, which works with sequences of sets of propositional variables. Writing
w = ¢ means that the formula ¢ accepts the sequence w, or, equivalently, that
the sequence w satisfies the formula ¢. Given a sequence w, the following rules
recursively define the satisfaction relation for arbitrary LTL formulae:

wET = T (A.22)
wkel e 1 (A.2b)
wEp <~ pecw(0) (A.2¢)
wkE-p = wke (A.2d)
WEEAY <= wiEeAwEY (A.2e)
wEeVY <= wEeVwEY (A.2f)
wkEpUy <= Jiw' EYAVj<iw o (A.2g)
wEeRY <= Viw EyVIj<iuw Eop (A.2h)
wEXp <<= wlEe (A.2i)

As one would expect, T is the formula that accepts all sequences and _L is the
formula that accepts no sequences. The formula consisting only of the propositional
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variable p accepts w if and only if p is contained in the set of propositional variables
that makes up the first item of w. The connectives —, A, and V are simply reduced
to their counterparts from propositional logic. The formula ¢ U v accepts w if and
only if ¢ eventually becomes true, with  holding until this is the case. The formula
© R 1) expresses that 1) has to remain true up to and including the point at which ¢
becomes true for the first time. Finally, the formula X ¢ accepts w if and only if ¢
is true in the next step of w.

Rule is concerned with the propositional variables in LTL formulae. It thus
makes the semantic connection between a formula and some sequence that is
accepted or rejected by this formula. With this rule, the sets of propositional
variables that make up the sequence can be interpreted to contain exactly those
propositional variables that hold at their respective point of the sequence.

We define the language £() of an LTL formula ¢ to be the set of all those sequences
that it accepts:

L(p) ={w]|w = ¢} (A.3)

Given these definitions, it is possible to prove the following equality concerning
the language of the negation of an arbitrary formula (:

L(—p) = L(p) (A.4)

A.3 Biichi Automata

A finite automaton that operates on infinite words is called an w-automaton. A
Biichi automaton is a type of w-automaton. A Biichi automaton A consists of the
following parts:

Q(A)  the set of states

Y(A)  the set of labels

A(A)  the transition relation, a subset of Q(A) x X(A) x Q(A)
Z(A) the set of initial states, a subset of Q(A)

F(A)  the set of accepting states, a subset of Q(A)

If the transition relation contains the tuple (¢1,a, ¢2), it means that from state
q1, there is a transition to state ¢, labeled a. Note that instead of the transition
relation A, it is also possible to use a transition function 0 that is either of type
Q(A) — P(3(A) x Q(A)) or of type Q(A) x X(A) — P(Q(A)). All three of
these representations are isomorphic, so we can freely choose which one to use
based on their practicality or technical aspects.
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We introduce the notion of a transition sequence, which is a finite or infinite sequence
of transitions in the transition relation. For each transition sequence, there is a
corresponding transition run, which is the sequence of states in the transition
sequence, and a corresponding transition word, which is the sequence of labels in
the transition sequence. Together, a transition run and a transition word uniquely
identify the transition sequence to which they correspond.

We can use these transition sequences to define the acceptance condition for Biichi
automata. We say that a transition sequence is accepted if and only if the cor-
responding transition run starts with an initial state and contains infinitely many
accepting states. If a transition sequence is accepted, we say that the corresponding
transition run and the corresponding transition word are accepted as well. The
language £(A) of a Biichi automaton A is then defined to be the set of all those
sequences that are accepted transition words. Similarly, we define runs(A) to be
the set of all those sequences that are accepted transition runs.

In this thesis, we will often use diagrams to illustrate Biichi automata. One such
diagram is shown in figure[A.T]in order to introduce some of the conventions we
use in these types of diagrams.

Figure A.1: Example of a diagram for Biichi automata. Shown are, from left to
right, a regular state, an initial state, an accepting state, and a state that is both initial
and accepting, as well as some transitions between these states.

A.3.1 Deterministic Automata

We say that a transition relation is deterministic if and only if for for each ¢; and «a,
there exists at most one ¢», such that (¢, a, ¢2) is in the transition relation.

A Biichi automaton is called deterministic if and only if its transition relation is
deterministic and if it has exactly one initial state.

Given a deterministic Biichi automaton, for every sequence of labels, tracing the
transitions induced by these labels starting at the initial state yields at most one
transition sequence. Thus, in the context of deterministic Biichi automata, we will
often simply talk about a transition word instead of a transition sequence, since the
latter one is uniquely specified by the former, if it exists at all.
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A.3.2 Product Automata

Let A and B be Biichi automata, such that for at least one of them, all states are
accepting. We define the product automaton A x B as follows:

Q(4 x B) = Q(A) x O(B) (A 52)
$(A x B) = X(A) N X(B) (A.5b)
A(Ax B) ={((p,r), a,(q,9)) | (p,a,q) € A(A) A (r,a,5) € A(B)}  (A.5¢)
I(Ax B) =Z(A) x Z(B) (A.5d)
F(Ax B)=F(A) x F(B) (A.5e)

This definition can also be extended to work with transition functions instead of
transition relations. However, for the sake of brevity, it is not included here.

With this definition, the following holds for the product automaton’s language:
L(AXx B)=L(A)NL(B) (A.6)

That is, the language of the product automaton is the intersection of the languages
of the factor automata.
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