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1 Description

HOL is a family of proof assistants that use a similar variant of a higher-
order logic (a form of classic set theory typed using simple types with rank-1



polymorphism) and is implemented by using a small inference kernel (the
LCF approach). The design goal was to use a logic that is simple but provides
enough expressiveness. Starting from LCF, we introduce HOL’s logic and
compare it with first-order set theory.

2 The evolution of LCF

2.1 Stanford LCF

The foundations of HOL proof assistants go back to 1969, when Dana Scott
devised a formalism that constitutes the groundwork for the development of
a proof-checking program called LCF (,,Logic for Computable Functions®).
The intention of the formalism was to be able to reason about recursively
defined functions, which were used in denotational semantics [HUW]. Scott
was one of the founding members of denotational semantics, which had the
goal, in a rough sense, to find mathematical objects called domains, that
represent the behavior of computer programs. Scott’s formalism uses typed
A-terms (thus all terms are either variables, constants, A-abstractions or A-
applications), predicate calculus for formulae and Scott Domains (a type of
partially ordered sets) for types [Gor00].

While the formalism was not published until 1993, Robin Milner deve-
loped LCF with the help of Diffie, Weyhrauch and Newey at Stanford Uni-
versity in 1972. The original LCF system is nowadays known as Stanford
LCF. Its features comprised a powerful automatic simplification mechanism
and the support for backwards, goal-directed proof [HUW]. Milner put it as
follows |Gor00]:

» The proof-checking program is designed to allow the user interactively
to generate formal proofs about computable functions and functionals over
a variety of domains, including those of interest to the computer scientist -
for example, integers, lists and computer programs and their semantics. The
user’s task is alleviated by two features: a subgoaling facility and a powerful
simplification mechanism. "

The proofs worked as follows: First you declare a main-goal, which is then
split up and simplified into sub-goals which in turn are again split up and



simplified until all goals are proven, by being reduced to axioms or theorems
(this is done with the help of tactics, cf. Chapter

Stanford LCF had two major issues though; the storage of proofs filled up
the then not ample available memory very quickly and the repertoire of proof
commands was immutable [HUW]|.

2.2 Edinburgh LCF

After moving to Edinburgh, Milner addressed these problems in his second
version called Edinburgh LCF. To deal with the fast fill-up of storage, the
system would just remember the results of proofs and not the proofs them-
selves, just as a lecturer erasing previous parts of a long proof while proving a
theorem. For full customizability, Milner and his team developed the strictly
typed programming language ML ("Meta Language’) [HUW]|. ML was concei-
ved as a functional language, so that so-called ’tactics’ and ’tacticals’ could
be programmed as functions.

2.2.1 Tactics

A tactic is a function, which has a goal as its input and returns a list of
sub-goals along with a justification function, that maps a list of theorems to
a theorem. So a tactic is an ML function, that takes a goal, that we want to
prove and refines it into (often multiple) subgoals, giving a justification for
the refinement. HOL provides a collection of pre-defined tactics and tacticals.
In general we write a tactic with the following notation |[GM93| p.366]:

goal

goaly goalsy ... goal,
Examples are:

tl/\tg

e CONJ_TAC

tl t2
Vn.t[n]
t[0] {t[n]}[SUC n]

where the induction hypothesis is written inside curly brackets.

e INDUCT_TAC (mathematical induction)



2.2.2 Tacticals

Tacticals on the other hand are functions that can compose tactics. As an
example take the tactical THEN and let 77 and 75, be tactics. Then the ML
expression T THEN T5 is again a tactic, that applies T} to some goal and
then T5 to all sub-goals produced by T7.

Some strategies or tactics may fail, therefore an exception handling me-

chanism was included in ML. Additionally ML features a novel polymor-
phic type system: In Church’s original A-calculus, a term with type varia-
bles (variables that are placeholders for types), i.e. a polymorphic term, is a
meta-level-notion, denoting a family of terms, whereas in LCF it is a single
polymorphic term [Gor96]. For example, a function f, that can operate on
the real numbers and on bool, would have to be declared twice in Church’s
A-calculus, in LCF we can define f : @ — «, where a can be substituted for
the bool or the real number type.
To prohibit the accidental production of wrong theorems, Milner created an
abstract data type with instances of axioms as predefined values and infe-
rence rules as operations. This ensured that every object of type theorem
could only be inferred by given inference rules applied to axioms or other
theorems. Thus, we have a guarantee that all theorems have been correctly
deduced simply because of their type and only the consistency of the axioms
has to be checked or assumed.

2.2.3 Illustration of the LCF approach

Let thm denote the ML type of theorems. Logical inference rules are then
implemented as functions, which return an object of type thm.
Taking Modus Ponens as an example:

'Ep=q AkFp
Nr'uA=gq

In this case we have a function, say MP, which takes the two theorems I' -
p = ¢ (which means p = ¢ can be proven from I') and A F p as input and
returns the theorem I' U A = ¢. In Standard ML we would write:

val MP : thm — thm — thm
MP(T'Fa=b)(AkFa)=(TUAFD)



The first line is the result of currying the (equivalent) type of operation
(thm, thm) — thm [Tuel7].

2.3 Cambridge LCF

Following the porting of the Edinburgh LCF code to the two Lisp dialects
Le Lisp and MacLisp by Gerard Huet, Larry Paulson improved much of the
Lisp code. Techniques of conversion and theorem continuations were added
and discrimination nets implemented. The LCF logic was extended to also
include disjunction and existential quantification. The resulting system was
called Cambridge LCF, due to the workplace of Paulson, and ported to Stan-
dard ML. Cambridge LCF came with full predicate logic, a comprehensive
set of tactics and tacticals (including the chaining and resolution tactics).
Conversions, theorem continuations, subgoaling commands and many other
features were introduced, which are still part of HOL [oC1§].

3 HOL

While Paulson was working on Cambridge LCF, Mike Gordon, also working
at Cambridge from 1981 onwards [Wik18c|, was interested in the formal ve-
rification of hardware. Inspired by a theoretical result (Expansion Theorem)
by Milner concerning the behavior of a digital system with respect to its
constituents, he invented a notation called LSM (’Logic of Sequential Machi-
nes’). He combined LSM with a version of Cambridge LCF, which resulted
in LCF_LSM embroidered with some additional features. With the help of
Ben Moskowski, terms of LSM were encoded in predicate calculus was ul-
timately the birth of HOL. The predicate calculus formulae and the typed
A-calculus terms were retained, but types were reinterpreted as ordinary sets
instead of Scott Domains, since the latter was not necessary for hardware
verification. Syntactically HOL is using types. The elements of these types
are interpreted as sets or elements of sets. So the main difference between
HOL and Cambridge LCF constitutes HOL’s use of higher-order logic with
types interpreted as sets instead of Domain Theory.

Hardware was modelled as relations between input and output signals, where-
as the signals were represented by functions, that map time to values. Thus
higher-order relations and quantifications became necessary, which in turn
lead Gordon to use higher-order logic. Some care was put into supporting



maximal upward compatibility of LCF code.

3.1

The HOL family

After HOL, many versions followed and most of them are still being used
and maintained today [HUW]J.

HOLSS
The core version of HOL. It got ported to Common Lisp.

hol90

The development of hol90 started with reimplementing HOL in Stan-
dard ML and resulted amongst other things in a significant performance
boost with regards to HOLSS.

ProofPower

A commercial version of HOL, developed at ICL. It was devised mainly
for security applications.

HOL Light

Started as an experimental minimalist version of HOLS88, in which the
entire HOLSS design was redone.

hol98

Has applications both to software and hardware verification. hol98 is
in public domain and freely usable [CORO03].

HOLZero

A minimalist version of HOL.

HOL4

Includes a large library of theorem proving code. It is still implemented
in Standard ML.

Isabelle/HOL

Technically, Isabelle is not part of the HOL family, only a descendant
of it. It was the result of trying to provide a systematic way of imple-
menting 'LCF-style’ systems.



Isabelle/HOL
— D)

LCF Formalism Stanford Edinburgh Cambridge
(Dana Scott: LCF (Robin LCF (Robin LCF
1969) ® iner et ¥ \ineret —P (Paulson ——— W HOLEE ————— - @
al.: 1972) al.: 1973 and Huet:
- 1978) 1985)

hol90 ———4 holos

From LCF to HOL. In blue circles the systems which are still maintained
and developed are highlighted (based on [HUW]).

3.2 HOL’s logic and novelties

HOL uses higher-order logic, that is an extended form of first-order (predi-
cate) logic. In first-order logic we can only quantify over individuals, like

VreN:(x+0=ux).

In second-order logic, we can also quantify over sets, functions and predicates
themselves as in

VQIP3f3x3y P(f(x)) = Qy)

or in the principle of mathematical induction [dh]. Higher-order logic in ge-
neral admits quantification over sets or predicates, that are nested arbitrarily
deep (when working specifically with n-th order logic, the nesting can only
be n layers deep) [Wik18b].

Notably, with the advent of HOL, some syntactic simplifications were intro-
duced, as supporting conventional notation as Va.P[z]| (which is then mapped
down to V(AzP[z]); cf. ‘binders’). Also a mechanism for defining new types
was included. The development of theories based on conservative extension
became the norm; that is if a statement, that doesn’t include the new con-
cept, wasn’t provable before the extension, it will remain unprovable.

The logical basis of the HOL logic contains two important theories: bool and
ind. All other important theories can be defined in terms of those two theo-
ries. A theory is a collection of types, type operators, constants, definitions,
axioms and theorems [Gor(1].



3.2.1 The theory bool

The theory bool contains the type bool, four axioms for higher-order logic
and three primitive constants (equality =, implication =, choice ¢). Equality
and implication are well-known, choice on the other hand is somewhat more
intricate.

3.2.2 The Choice- or Hilbert’s s-operator

Let t[x] be a term of type o — bool with a free variable z, then ex.t[z] denotes
some member @ of the set o, for which the expression t[a| yields true. If there
is no such element, then ex.t[x] represents an arbitrary element of the set
0. The constant ¢ is a version of Hilbert’s e-operator. For example en.n < 5
represents some unspecified number below 5, en.(n? = 25)A(n > 0) denotes 5,
whereas en.—(n = n) denotes an unspecified number. The e-operator is quite
powerful, one can for example define the if-then-else operator or simulate
A-abstraction with it. As an example, the Peano-Lawvere axiom asserts that,
with a given tuple (ng, f), no € N and f : N — N, there exists a unique
sequence s such that

(s(0) =ng) A (Vn. s(n+1) = f(s(n))).

With the e-operator we can define a function g, that has some tuple (ng, f)
of the beforementioned form as its input and returns the unique sequence s:

Rec(ng, f) = ¢es. (s(0) =ng) A (Vn. s(n+ 1) = f(s(n))).

From the axiom it follows that the first term is valid after replacing every
occurrence of s by Rec(ng, f).

An important thing to add is, that with the e-operator, we have implicitly
built in the Axiom of Choice [Gor01].

With just these three constants, we can define the constants T (truth), L
(falsity), = (negation), A (conjunction), V (disjunction), ¥V (universal quan-
tification), 3 (existential quantification) and 3! (unique existence quantifica-
tion) |[GMO93]. As an example we define existential quantification (the $ can
be skipped, it only means that syntactically the succeeding symbol should
not be read as a binder):

- $3 = A\P. P($c P)
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Definitions are always of the form - ¢ = ¢, where ¢ is a new constant and
t is a term without any free variables, not already containing c. The term
$e P returns some element x of a specific type «, for which P(z) yields ’true’,
given that it exists. Thus P($c P) is true iff there exists an element x of
the specified type, that fulfills the predicate P. In light of the definition, the
constant 3 is to be read as a function (o — bool) — bool, where « is a
type variable (thus making 3 a polymorphic constant) [Gor0O1]. Due to the
definitions, we can read the existential and universal quantifier just as in
predicate calculus.

There are also some more useful but less important constants included in bool
and also some definitions concerning amongst other things the injectivity and
surjectivity of functions.

The theory bool contains four axioms |Gor01]:

FVh. (b=T)V (b= L1
Vb by. (by = by) = (by = by) = (by = by)
EVf. (Ax. fo)=f
VP x. Px= P($ P).

The forth axiom for example means that, for all predicates P and all variables
x holds: P(x) = P($¢ P). That is, if P(x) holds for some x, then there exists
an x such that P(x) holds.

3.2.3 The theory ind

The theory ind introduces a new primitive type ind (for 'individuals’) and the
Axiom of Infinity as the fifth and final axiom of higher-order logic [GM93]:

F3f :ind — ind. (One_One f) A =(Onto f)

It states the existence of an injective and not surjective function on the type
of ind. If ind would denote a finite set, then injectivity of the function f
would imply its surjectivity, thus rendering the axiom invalid. So the Axiom
of Infinity asserts that ind denotes an infinite set, a construction that would
be impossible using only the theory bool with the inference rules from the
next subsection. The inference rules together with the four axioms of the
theory bool and the Axiom of Infinity are together sufficient for devoloping
all standard mathematics |[GM93|.



3.2.4 Inference Rules

There are eight inference rules in HOL |Gor01]. Let ¢,q,1s,... be arbitrary
terms.

1.) ASSUME (Assumption introduction)

t-t
2.) REFL (Reflexivity)

Ft=t
3.) BETA_CONYV (Beta-conversion)

F ()\ZE.tl)tQ = tl[tg/l']

with the restriction, that no free variables of t5 become bound after the
substitution for z.

4.) SUBST (Substitution)
Fl l_ tl - tg FQ l_ t[tl]
Fl U FQ F t[tz]

By t[t:] we denote, that there are some free occurrences of ¢; in ¢, which
are then replaced by t9 in t[ty]. As in the case of Beta-Conversion, no free
variables of ¢5 shall be bound after substitution.

5.) ABS (Abstraction)
'Et =t

when x is not a free variable in I'.

6.) INST_TYPE (Type Instantiation)

't
Fl_t[O'l,...,O'n/Oél,...,Oén]

when none of a4, ..., «, occur in I'.

7.) DISCH (Discharging an assumption)

10



'kt
F—{tl}l_t1:>t2

8.) MP (Modus Ponens)

't =t 'y ity
uls iy

As an application of the inference rules, we prove the theorem ADD_ASSUM
(Adding an assumption):

1N
1NN
Proof. 1. t' =t [ASSUME]
2.t [hypothesis|
3.I'Ft' =1t [DISCH on Line 2]
4. Tt =t [MP on Lines 3, 1] O

4 Comparison of HOL with First-Order Set
Theory

As was mentioned in Chapter 3, HOL is fundamentally based on typed
higher-order logic, more generally on type theory. In type theory functions
are taken as the most basic operators/primitives, as in matter of fact in
simply typed lambda calculus the function operator is the only type opera-
tor [Wik18d|. Due to the pervasiveness of functions especially in Computer
Science it seems natural to take functions as primitives [Gor96|. For example,
the natural numbers can be defined in type theory as an inductive type N,
having two constructors [hc]:

1: N
SSN— N

On the other hand, in set theory they are defined as nested sets of the empty
set:

{9.{9},{9.{9}}.{9, {2} {2.{g}}},.. . }

11



In type theory, tools for indexing terms, structuring data and checking types
are easily provided. Furthermore proofs and general laws are often shorter
and simpler in typed higher-order logic |Gor96]. As an example the Axiom
of Replacement is an axiom schema in first-order type theory, where for each
formula ¢ with output of either true or false an instance of the axiom has
to be included; thus making it an axiom schema and less preferable to the
type-theoretic formulation.

Axiom of Replacement in set theory [Wik18a]:

Vwr, ... w, YA(Vz € ATy ¢(x, y,wi, ... wp, A)]
= dBYyly € B< dr € A ¢(x,y, w1, ...,wn, A)])

Axiom of Replacement in type theory [Gor96|:
VisdtVyyet = (Fzx.zes)AN(y=f(z)))

In short, the Axiom of Replacement asserts that the image of a set under
some mapping is again a set. The set-theoretic formulation can surely be
written more compactly; the point is to show the concise formulation of an
axiom of ZFC (Zermelo-Fraenkel set theory) in type theory.

It is not difficult to build set theory on top of type theory. For this,
we can declare a type V and a constant €: V x V — bool, which has the
interpretation of the element symbol of set theory. With the notion of ’being
an element of” we can postulate the axioms of set theory (ZFC) [Gor96].

On the other hand there are reasons in favor of set theory. First of all

there is no standard formulation for typed higher-order logic. There are many
different versions, which differ widely in notation and underlying mathemati-
cal notions of truth (e.g. constructive vs. classical logic). In set theory there
is very little variation. Most mathematicians use ZFC as a foundation for
mathematics. Furthermore there are areas of science, where types do not fit
as well and seem unmotivated. Type theory is also relatively unknown to
most mathematicians [Gor96].
As a final, remarkable difference we note that in type theory there is less
variation of language possible; if A is a set, then a subset of A can’t be a
set as well, but will be completely different entity. Or if n is a natural num-
ber, it is no integer at the same time. Elements must usually belong to only
one type, which doesn’t correspond to the basic notions in mathematics |hb].
Nonetheless, with this viewpoint Russell’s paradox can be resolved.

12
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