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—— Abstract

In this paper, I present a formalisation of a large portion of Apostol’s Introduction to Analytic
Number Theory in Isabelle/HOL. Of the 14 chapters in the book, the content of 9 has been mostly
formalised, while the content of 3 others was already mostly available in Isabelle before.

The most interesting results that were formalised are:

The Riemann and Hurwitz ¢ functions and the Dirichlet L functions

Dirichlet’s theorem on primes in arithmetic progressions

An analytic proof of the Prime Number Theorem

The asymptotics of arithmetical functions such as the prime w function, the divisor count oo (n),
and Euler’s totient function ¢(n)
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1 Introduction

The formalisation of Apostol’s book in Isabelle/HOL started from the simple desire to have
more properties about Euler’s ¢ function available in the system. However, Apostol’s style
turned out to be very amenable to formalisation, and the subject matter was both of great
interest as a basis for further development of number theory in Isabelle and as a case study
for Isabelle’s libraries on asymptotics and complex analysis. After 1.5 years of a highly
part-time one-person effort, most of the book (and quite a bit of material that goes beyond
the book) has been formalised:

Chapters 1, 5, and 9 consist of fairly basic material (e.g. GCDs, congruences, Quadratic

reciprocity), most of which was already available in the Isabelle/HOL library.

The results from Chapters 2, 3, 4, and 6 have been formalised in their entirety.
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Chapters 10, 11, and 12 have been formalised with some omissions.

For Chapters 7 and 13 (Dirichlet’s Theorem and PNT), equivalent results have been

formalised using a different approach.

Chapters 8 and 14 have been skipped. The former is being actively worked on; the latter

concerns number partitions and has little connection to the other material in the book.

Various interesting results from other sources (e.g. Hildebrand’s lecture notes [21]) that

are not proven in Apostol’s book have also been formalised.

For more precise information on this, see the supplementary material listed before.

I put particular focus on developing a usable library of Dirichlet series on one hand and
concrete results about the distribution of primes on the other. As the development is much
too large to be presented here in full, I will go through a high-level description of some of
the most interesting material. Special attention will be given to parts where I encountered
difficulties or chose a different route than Apostol did in his book. Proofs will only be given
in the form of very brief sketches, e. g. when it is necessary in order to understand difficulties
in formalising them. I would like to refer readers who are interested in the actual proofs either
to my commented formalisation in the Archive of Formal Proofs (AFP) [13, 12, 15, 18, 16] or
to the numerous excellent textbooks and lecture notes on the subject [2, 21, 7]. I chose not to
show Isabelle code in this presentation since the main results are very close to mathematical
notation (e.g. Re s > 1 = s # 1 = zeta s # 0) and showing the Isabelle code would
therefore not provide much additional insight.

Let me now give an outline of the sections to follow: Section 2 lists related work. Section 3
defines formal Dirichlet series and their connection to complex-analytic functions. Section 4
introduces multiplicative characters and Dirichlet characters. Section 5 builds on the Dirichlet
series library to treat various L functions, such as the famous Riemann ¢ function. Section 6
describes my formalisation of the Prime Number Theorem (PNT). Section 7 gives some more
examples of interesting results that were formalised. Section 8 gives an overview of the size of
various parts of my formalisation and the effort involved in creating it. Lastly, in Section 9,
some conclusions are drawn from this project.

» Remark 1. Any sum Zp or product Hp is to be understood to run over prime p only.

2 Related Work

The first formalisation of a result related to this work was that of the PNT in Isabelle/HOL
by Avigad et al. [5] in 2007. They formalised the elementary Selberg-Erdés proof.! Carneiro
formalised the same proof in Metamath [11].
Harrison developed the first (and until now only) formalisation of an analytic proof of the
PNT in 3,600 lines [20] of HOL Light. He followed Newman’s presentation, which I also did.?
Harrison also proved Dirichlet’s Theorem [19] and I used some of the high-level structure of
his development as an inspiration for mine. Moreover, formalisations of Bertrand’s postulate

Unfortunately, this work was never submitted to the AFP and has not been maintained since then. At
the time of writing this paper, the proofs are 12 years old; the formalisation comprises almost 27,000
lines, and many of them are unstructured proof scripts. Bringing them up to date to work with a
modern version of Isabelle would be a massive undertaking. However, much of the more general material
developed by Avigad et al. was moved to Isabelle’s library, and for a considerable part of the remaining
material, equivalent results are now already a part of the Isabelle library or my work anyway.

Paulson later ported Harrison’s development to Isabelle/HOL, but the ported proofs were lengthy and
not very readable, so he and I decided that it would be better to redo them in a more high-level style,
which I did. Only a few small lemmas were kept.
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exist by Harrison in HOL Light, by Théry in Coq [27], by Riccardi in Mizar [26], by Carneiro
in Metamath [10], by Asperti and Ricciotti in Matita [4], and by Biendarra and Eberl in
Isabelle/HOL [9)].

The big difference between these formalisations and the present one is that this one
contains not just one result and the material required for it, but the majority of a textbook
on the subject. Many proofs are much simpler and more ‘high-level’ through the use of
Dirichlet series and Isabelle’s advanced machinery for asymptotic reasoning.

3 Dirichlet Series

The central objects in analytic number theory are Dirichlet series. These are the main tools
that set apart my approach to formalised number theory from that of previous formalisation
work in multiplicative number theory like that by Avigad et al., Harrison, and Carneiro.

oo —

» Definition 2 (Formal Dirichlet series). A formal series of the form f(s) =", ann=* is
called a Dirichlet series. Typically, the a, are real or complex (we will mostly look at the
complex case). The Dirichlet series over R or C form a commutative ring with the obvious
choices for 0, 1, and addition. Multiplication is defined as (3o, ann™*) - (Yoo bpn™*) =
S (g arb)n T Also, Y07 ann™* has a multiplicative inverse iff a; # 0.

» Theorem 3 (Convergence of Dirichlet series). Each Dirichlet series has abscisse of con-
vergence o. and absolute convergence o, such that the infinite sum corresponding to it is
absolutely summable for Re(s) > o4, conditionally summable for Re(s) € (oc,04), and
divergent for Re(s) < o. (where Re(s) denotes the real part of s). The o, and o, satisfy
0. <0, <0o.+ 1 and may be +oo.

Much like formal power series (i.e. ordinary generating functions) for combinatorics,
Dirichlet series are closely associated with number theory. Like generating functions, they
are of great interest as mere formal objects, but when they converge, their interpretation as
a complex-valued function is also enormously useful, as we will see.

Various formal analogues of analytic operations can be defined for Dirichlet series e. g.
reciprocal, derivative, integral, exp(f(s)), In f(s), f(s + so), f(m - s), and subseries. These
have similar properties to their analytic counterparts (e. g. exp(f(s)) = f/(s) exp(f(s))) even
when they do not converge. When they do converge, they typically agree with their analytic
counterparts. This allows one to prove properties of the analytic functions by reasoning on
the formal level and vice versa.

There are 4,800 lines of material on formal Dirichlet series in my formalisation. This is
far too much to show here, so I simply say that it contains all of Chapter 11 in Apostol’s
book and more, except for Sections 11.10 and 11.11. I will only show a few small examples
that illustrate the aforementioned interplay of the formal and the analytical level:

One example of using formal Dirichlet series to derive an analytic result is this:

» Theorem 4. Let w(n) be the number of distinct prime factors of n and p(n) the Mébius p
function, 4. e. (=1)*(™) if n is square-free and 0 otherwise. Then Y oo | u(n)/n? =6/72.

Proof. Consider the formal series ((s) := Y -2, n~% and M(s) := > -, u(n)n=%. It is clear
that they both converge absolutely for Re(s) > 1 by the comparison test. It is easy to show
Zd|n pu(d) = [n=1], i.e. ((s)M(s) = 1 holds formally [2]. Thus, it also holds analytically
for Re(s) > 1 so that we have ((2)M(2) =1 and therefore M(2) = 1/{(2), where ((2) — the
famous Basel problem — has the well-known value 72 /6 [6]. <
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The following theorem allows us to transfer an analytic equality to the formal level:

» Theorem 5 (Uniqueness of Dirichlet series). Let f(s), g(s) be two formal Dirichlet series
whose abscissa of convergence is < oo. If there exists a sequence s, with Re(sg) — oo and
Vk. f(sk) = g(sk), then f(s) and g(s) are equal as formal Dirichlet series.

» Remark 6. In Isabelle, the condition on the existence of the sequence sj is replaced by the
following equivalent and more concise formulation using filters [22]:

I sin Re going-to at-top. f(s) = g(s)

The filter ‘f going-to F’ is the contravariant image of F' under f, i.e. ‘Re going-to at-top’
describes the neighbourhood of complex numbers with ‘sufficiently large’ real part.

The ‘Ip z in F. P(z)’ notation stands for ‘P(z) holds frequently in F’| i. e. the complement
of P is not in the filter F. Less formally, one could say that P(z) holds ‘again and again’
In the case of ‘Re going-to at-top’, this means that for any C' € R, there exists an s with
Re(s) > C for which the property is fulfilled.

» Definition 7 (Truncation operator). For a Dirichlet series f(s) = Y .o an,n™*, let
Tn(f(s)) = X", apn™* denote the m-th order truncation of f(s). The result is a Di-

richlet polynomial, i. e. a Dirichlet series with only finitely many non-zero coefficients.
» Theorem 8. f(s) = g(s) «— Vm. T0,(f(s)) = Tim(g(s)).

The following is an instance where these theorems are used to avoid a lot of complicated
reasoning on the formal level by leveraging a result on the analytic level:

» Theorem 9. For any (not necessarily convergent) Dirichlet series f(s) and g(s), we have

exp(f(s) +9(s)) = exp(f(s)) exp(g(s)) -

Proof. It is clear that the result holds analytically whenever the series converge, so if the
series have a non-empty half-plane of convergence, they must be equal by Theorem 5. The
question is how to show this if we do not know whether the series converge anywhere.

The key is to use Theorem 8 together with T, (exp(h(s))) = Ty (exp(Tr(h(s)))). This
allows us to assume w.l.o.g. that the series in question are Dirichlet polynomials and
therefore converge everywhere. |

» Remark 10. This technique of showing an equality on Dirichlet series by showing that
it holds for all Dirichlet polynomials works if the two sides of the equation in question are
continuous functions w.r.t. the topology on formal Dirichlet series, i.e. each coefficient of
the result only depends on finitely many coefficients of the input. The topological structure
of Dirichlet series was not formalised yet, but this is a useful fact to keep in mind.

The following is another important theorem connecting a series with the function it
defines that we will use later:

» Theorem 11 (Pringsheim—Landau). Let f(s) be a Dirichlet series with non-negative real
coefficients and o, # +o0o. Then f(s) has a singularity at o,.

Conwversely, if f(s) has an an analytic continuation to some half-plane {s | Re(s) > ¢},
then o4 < c. In particular, if f(s) is entire, the series must converge everywhere.
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4 Characters of a Finite Abelian Group

The next concept we shall explore is that of a multiplicative character, which will be needed
to prove Dirichlet’s theorem. For this section, let G = (G, -, 1) be a finite abelian group.

» Definition 12 (Multiplicative character). A character is a group homomorphism x : G — C*,
i.e. x(1) =1 and x(a-b) = x(a)x(b) for any a,b € G. The character xq that maps every
element to 1 is called the principal character.

For the necessary group theory, I use the HOL-Algebra library by Ballarin, which models a
group as a record containing entries for the operation -, the neutral element 1, and an explicit
carrier set (which does not have to be the full type universe). The latter is necessary in HOL
because notions such as subgroups cannot easily be expressed without explicit carrier sets.
The fact that such a record indeed describes a group is then formalised as a locale [8] called
group, which fixes such a record and assumes that all the usual group axioms hold.

A character can then be defined as a locale that extends the group locale by fixing a
function y :: @ — C (where « is the type of the group elements) and assuming that the
two homomorphism properties mentioned above hold for x. For convenience, I only assume
x(1) # 0 (from which x(1) = 1 easily follows) and I additionally require x(z) = 0 for any x
not in the carrier of the group. The latter is to ensure extensionality, i.e. two characters are
equal as HOL values iff they return the same result on every group element.

» Definition 13 (Pontryagin dual group). Denote the set of characters of G by G. Then G
forms a group G := (G, -, xo) with point-wise multiplication and xo as the identity. This
group is called the Pontryagin dual group of G.

» Theorem 14 (Number of characters). |G| = |G|

In Isabelle, the proof is by induction on the subgroups of GG, using a custom induction rule
inspired by Apostol’s proof. The idea here is to successively ‘adjoin’ elements, i.e. for a
subgroup H and some x € G\ H, we form (H;x), the subgroup generated by H U {z}:

» Lemma 15 (Induction on a group). Let G = (G,-,1) be a group and H some subgroup of
G. Let P be some property on groups. If P(H) holds and P(H') implies P((H';x)) for all
subgroups H' O H and all x € G\ H', then P(G) holds.

I use this to show a stronger version of Theorem 14 that is just as easy to show:
» Theorem 16 (Number of character extensions). Let H be a subgroup of G and x € H. Let
C(G) ={x' € G|VaeH. X'(x) = x(2)}

denote the set of characters on G that agree with x on H. Then |C(G)|-|H| = |G| , i.e.
there are precisely |G|/|H| ways to extend a character on H to a character on G.

Proof. By straightforward induction according to Lemma 15, using the bijection

f: C((H52)) = C(H) x{zeC[z" =1}, f(x) = (v x(), x(2))
in the induction step. <
Theorem 14 follows directly by taking H = ({1},-,1). Another useful corollary is this:

» Corollary 17. For any x # 1, there exists a x € G such that x(z) # 1.
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With this, we can prove a nice property that Apostol does not cover at all:

» Theorem 18 (Isomorphism to the double dual). G is isomorphic to its double dual via the

natural isomorphism v : G — G, v(z) = (x — x(z)).
This isomorphism is useful for the next properties:

» Theorem 19 (Orthogonality relations). For any x € G resp. x € G, we have:

_JIGI ifx=xo Gl ifz=1
Z x(@) = {0 otherwise W Z x(@) = {O otherwise @

zeG xea

Apostol’s proof for (1) is very simple and straightforward to formalise. In order to show
(2) from (1), Apostol represents the set of characters of G as a character table of G, i.e. a
|G| x |G| complex matrix. If we denote this matrix by A, (1) shows that AA* = nI (where A*
is the conjugate transpose of A). By simple linear algebra, A* A = nI and thus (2) follows.

Formalising this argument would have required importing Isabelle’s linear algebra library
and doing some tedious work to relate the matrix to the characters, so I chose another route:
One could prove (2) relatively easily using the same induction principle as before in about 70
lines, but the easiest way is to simply use Pontryagin duality: (2) is, in fact, nothing but the
dual of (1), with G for G and v(x) for x. This requires only 6 lines of Isabelle code.

» Definition 20 (Dirichlet character). A Dirichlet character x for the modulus m € Nsq is
a character of the multiplicative group of the residue ring Z/mZ. For convenience, X is
represented as a periodic function of type N — C with period m, i.e. x(k) = x(k mod m).

» Remark 21. Apostol’s and my treatment of characters are quite elementary. There
is an alternative, more group-theoretic view on this: It is straightforward to show that
Gmg ~ él X 62 and that én ~ (C, for cyclic groups C,,. Together with the Fundamental
Theorem of Finite Abelian Gmgps, this implies a stronger variant of Theorem 14, namely
G~ G. However, unlike with G ~ G, the isomorphism is not natural and establishing it
indeed requires the Fundamental Theorem, which is currently not available in HOL-Algebra.
Since the formal proofs that were presented in this section are still reasonably short, I do not

think this is a big problem.

5 The L Functions

In this section, we will look at four functions from the class of L functions: Riemann’s ¢
function, Dirichlet’s L function, Hurwitz’s ¢ function, and the periodic ¢ function. These are
all complex-valued functions that are defined by an infinite sum for Re(s) > 1 and can be
analytically or meromorphically continued to the entire complex plane.

» Definition 22 (Riemann’'s ¢ function). For Re(s) > 1, the Riemann { function is given by
the Dirichlet series ((s) = - n~* .

» Definition 23 (Dirichlet L functions). Let x be a Dirichlet character for the modulus m > 0.
Then L(s, x) is given by the Dirichlet series L(s, x) = > oo, x(n)n~* for Re(s) > 1 if x = xo
and for Re(s) > 0 if x # Xo-

We immediately get the following properties for free from the Dirichlet series library:
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» Theorem 24. Let A(n) denote the von Mangoldt function. Then, if Re(s) > 1

6 =Tl <’<s>:f212? g =35

p n=1 n=2

1 n)lnn =
L(S,X):E[W g InL(s, x) = Z T TLS

However, ((s) and L(s, x) can be defined on a larger domain:

» Theorem 25 (Analytic continuation of {(s) and L(s, x))-

1. {(s) can be continued to an analytic function on C\ {1} with a simple pole at s = 1.

2. For non-principal x, L(s,x) can be continued to an entire function.

3. For x = xo, we have L(s, x0) = ¢(s) - Hp‘m(l —p~ %), i.e. L(s,x0) is equal to {(s) up to
an entire factor and is therefore also analytic on C\ {1} with a simple pole at s = 1.

The difficult part here is to actually construct the analytic continuations. To do this
uniformly and without duplication of work, Newman uses a generalisation of ((s):

» Definition 26 (Hurwitz's ¢ function). Let a € Ry and Re(s) > 1. Then ((s,a) is given by
the (non-Dirichlet) series ((s,a) =Y oo o(n+a)~* .

Apostol only considers ((s,a) for a € (0,1] since some results only hold for a < 1 and the
case of a > 1 can be reduced to a € (0, 1]. It is, however, useful to allow also a > 1 —e.g. in
Newman’s proof of the PNT, as noted already by Harrison [20].

> Claim 27. ((s,a) can be continued analytically to C\ {1} with a simple pole at s = 1.
Both Riemann’s ¢ function and the Dirichlet L functions can easily be expressed in terms of
¢(s,a), so that a continuation for Hurwitz’s ¢ also yields continuations for the other two [2].

The main question now is therefore how to construct the continuation of {(s,a).

5.1 Analytic Continuation of Hurwitz’'s ( Function

Apostol constructs the continuation using an integral along an infinite contour. I did formalise
this eventually (see Theorem 36), but when I first defined ((s, a) in Isabelle, this approach
seemed quite daunting to me, so I chose another route that seems to be folklore [2, 24] and
that I discovered independently: Since ((s,a) is defined for Re(s) > 1 by an infinite sum
>0 o(n+a)~* and the corresponding improper integral fooo(x +a)”*dx is easy to compute,
the Euler-MacLaurin summation formula [14] suggests itself. Applying it, we obtain

> 1—s —s

S-S =
s—1 2

n=0 i=1

a78721+152171 4

M=
o | &3

2N 2N+1
e U R O

where s* denotes the rising factorial, By, is the k-th Bernoulli number, and Pj(t ) is the
periodic version of the Bernoulli polynomial By(t), i.e. Px(t) = Bi(t — [t]).

The right-hand side is now actually analytic on a larger domain: all terms except the last
one are clearly entire functions in s; the only non-obvious term is the integral in the last
summand. Leibniz’s rule shows that the definite integral fob is analytic in s, and an integral
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version of the Weierstrafl M-test then shows that the improper integral fooo is uniformly
convergent and therefore analytic in s for Re(s) > —2N.

Let us write prezetay (s,a) for the right-hand side. This is then a function in s that is
analytic for Re(s) > —2N and that also fulfils

oo 1—s
a
tay(s.a) =S - for Re(s) > 1 .
prezetay (s, a) nzo(s +a) p— or Re(s)

This means that two functions prezeta,; and prezeta, will always agree on Re(s) > 1, and
by analytic continuation they will then also agree on their entire domain, i.e. for all s with
Re(s) > —2max(M, N). We can therefore define a full analytic continuation to all of C by
choosing N ‘big enough’ for each input, i.e. we define:

prezeta(s, a’) = prezetamax(O,l— [Re(s)/2]) (57 a’)

This function is entire and agrees with any of the prezetay (s, a) for all s with Re(s) > —2N.

Thus, it is an analytic continuation of the left-hand side of (3) so that we can simply define
alfs

s—1

¢(s,a) := prezeta(s,a) +

to obtain the Hurwitz ¢ function on all of C\ {1}. For convenience, I choose {(1,a) = 0 as is
often done in HOL-based systems (cf. I'(—n) for n € N in Isabelle/HOL and HOL Light).
The advantage of the Euler-MacLaurin approach is that it is simple to implement because
all of the ‘heavy lifting’ has already been done in the AFP entry on the Euler-MacLaurin
formula.

Various basic properties of the Hurwitz and Riemann ¢ functions then follow in a
straightforward way, of which I show some notable ones here:

» Theorem 28 (Special values of ). For any n € N>q, we have:

oo =280 gem = on =

(1)1 By - (20)?"
2(2n)!

where B, = B, (1) are the Bernoulli numbers with By = % In particular, this implies the
famous ((—1) = —& and the Basel problem ((2) = 7%/6.

» Theorem 29 (Integral representation for {(s,a)). For any s with Re(s) > 1, we have:

T(s)¢(s,a) = /000 m dt

1—et

5.2 The Non-Vanishing of ((s) and L(s, ) for Re(s) =1

The following is a core ingredient in the Prime Number Theorem and Dirichlet’s Theorem:
» Theorem 30. For any s with Re(s) > 1, we have ((s) # 0 and L(s, x) # 0.

The case of Re(s) > 1 is a simple consequence of the Euler product formula for {(s) and
L(s,x) (cf. Theorem 24); the difficult part is the case Re(s) = 1. For this, I formalised the
very simple proof presented by Newman [25], whose key ingredient is the aforementioned
Pringsheim-Landau theorem (see Theorem 11). This proof is stunningly short and its
high-level reasoning translates well to Isabelle/HOL now that a library of Dirichlet series is
available. The gain is most striking for the Dirichlet L function, where Apostol’s proof only
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treats the case of s = 1, and even that proof is still more complicated than Newman’s and
involves lengthy complicated ‘Big-O’ reasoning. Indeed, in a first version of the formalisation,
I formalised Apostol’s proof, but it was considerably longer and messier than the new version
— with the added bonus that the new one is also more general.

Harrison also only proves L(1,x) # 0 — indeed, he does not define L(s,x) at all; he
defines only L(1, x) since that is all that is required for Dirichlet’s theorem. Despite this and
the much higher verbosity of structured Isabelle proofs compared to HOL Light,his proof is
longer than mine. The reason for this is that his proof is very elementary and uses very little
library material while mine builds on a large library of Dirichlet series. However, I think
that the comparison is still not entirely unjustified since all of this material is sufficiently
general to be called ‘library material’ (as opposed to technical lemmas specifically designed
for this one proof), and building sufficiently large and general libraries to make proofs like
this cleaner and easier is, after all, one of our goals in formalisation.

5.3 Hurwitz's Formula

More as a challenge to myself and the Isabelle libraries, I chose to formalise another non-trivial
property of the ¢ functions:

» Theorem 31 (Reflection formula for {(s)). For s ¢ {0,1}, we have:

ﬁ C(1— ) = 2(2m) % cos(s/2)C(s)

Note that while T'(s) has poles at s € Z<y, its reciprocal 1/T'(s) is entire, so the formula holds
even for s € Z<o.

This formula is a corollary of a more general one for ((s,a) known as Hurwitz’s formula:
» Theorem 32 (Hurwitz's formula). Let a € (0,1) and s € C\ {0} with a #1V s # 1. Then:

1
['(s)

¢(1=s,a) = (2m)* (i °F(s,a) + i°F(s,—a))

Here, F'(s,a) is the periodic ¢ function, which we still have to define:

» Definition 33 (Periodic ¢ function). For Re(s) > 1, the periodic  function F(s,a) is given
by the Dirichlet series F(s,a) = > oo | e*™map=s

> Claim 34. F(s,a) is called periodic because F(s,a +n) = F(s,a) for any integer n. For

non-integer a, the above series converges for Re(s) > 0 and can be continued to an entire
function. For integer a, it is simply the Riemann ¢ function.

Apostol does not discuss the analytic continuation of F'(s,a) at all, but it seemed useful
to me to do this nonetheless. The strategy I used to construct the continuation of F'(s,a) for
non-integer a is somewhat interesting: Theorem 32 can be rearranged to give a formula that
expresses F(s,a) in terms of (1 — s,a) and {(1 —s,1 — a):

» Theorem 35. Let a € (0,1) and s € C\ N. Then:
F(s,a) =i(2m)* 'T(1 — s) (i *¢(1 — s,a) —i°C(1 — 5,1 — a))

We therefore proceed like this (assuming w.1l.0.g. a € (0,1)):
1. Show Theorem 32 for Re(s) > 1 (where F is simply given by its Dirichlet series).
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Im=0 Im =0

2(N+1)ire

2(N+1)imé

—2(N+1D)ié

Figure 1 Apostol’s integration contour and my modified version for proving Hurwitz’s formula
(e < 2m). The black dots are the poles of the integrand; the thick black line is its branch cut. Note
that in both cases, the line segments of the contour lie on the real axis despite the small gap in the
illustration.

2. Use this to show Theorem 35 for Re(s) > 1.
3. Use the right-hand side of Theorem 35 as the definition of F'(s, a) for s ¢ N. Compatibility
with the Dirichlet series definition follows by analytic continuation.

4. Since the Dirichlet series definition covers Re(s) > 0 and the new definition covers C \ N,
the only point left is s = 0, which is a removable singularity that can be eliminated via

) 1
F(0,a) := lim F(s,a) = QL(prezeta(l, a) — prezeta(1,1 —a) +In(1 — ¢) —Ing) — 3"
™

s—0

5. Extend the validity of Theorems 32 and 35 to their full domains by analytic continuation.

The only difficult part here is the first step, which we shall look at now. First of all, we
require the contour integral representation for (s, a) mentioned in Section 5.1:

» Theorem 36. For any s € C\ {1}, we have

s—1 _az
((s,a) = F(;”_T 5) /{=O = ° @ where EO =

1—e

if the inner circle has radius e < 2w. This continues ((s,a) analytically to C\ {1}.

Proof. Due to analytic continuation, we can assume Re(s) > 1 w.l. 0. g. By homotopy, all
contours with a radius € < 27 yield the same result. Letting € — 0, the contribution of the
circle vanishes and the || = becomes the fooo from Theorem 29. |

» Remark 37. Note that in order to even state this theorem formally, one needs to make the
limit inherent in this ‘improper contour integral” explicit. I chose to decompose the integral
as [eo = [t~ — [ - The two line segments can then be written as Lebesgue integrals
f(; >, leaving only two finite circular arcs as the remainder. There is yet another subtlety
hidden in this integral that will be discussed in Section 5.3.1.
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The proof of Hurwitz’s formula for Re(s) > 1 then proceeds by computing this contour
integral in a different way using the Residue Theorem. To do this, we first need to approximate
it by an integral over a finite contour Cy . such that fCN,5—> f@ as N — oo. Figure 1
shows Apostol’s choice for Cy .. Applying the Residue Theorem to this, we get

1 27860,2 Zfseaz

dz = Z indcy . (20) Res

z=z9 1 — e?

2 cn. 1 —¢7 (4)
N,e 20

where the sum on the right-hand side extends over all the singularities of the integrand
(represented by black dots in Figure 1). We can now let N — oo so that the contribution of the
outer circle vanishes. The integral on the left-hand side is then simply a | =00 which is equal
to ((s,a)/I'(s) by Theorem 36, and winding number on the right-hand side —1 for every non-
zero pole zg. Evaluating this sum, we find that it indeed equals %F(s, a) + %F(s, —a),
which concludes the proof of Hurwitz’s formula for Re(s) > 1. <

The formalisation of the proof was fairly routine. It is, however, quite large and tedious,
containing almost 1,000 lines of proof code compared to 6.5 pages in Newman’s book (both
including the proof of Theorem 36). This seems to be a common pattern in Isabelle proofs
using the Residue Theorem and it is likely due to the many side conditions that need to
be shown, many of which are of geometric nature and thus much easier to explain to a
human than to a theorem prover. Side conditions like the analyticity of the integrand, on the
other hand, can be solved mostly automatically using Isabelle’s general-purpose automation
together with specialised theorem collections like analytic_intros.

Some aspects of the formal proofs of these statements deserve more attention, and we
will discuss them now.

5.3.1 Branch Cuts

—slnz

In both theorems, the term z~° is a multi-valued function. It is defined in Isabelle as e
where In is the standard branch of the logarithm, which has a branch cut on the negative
real axis. The two lines of Apostol’s contour lie directly on this cut, taking different branches
of the logarithm (indeed, if they did not, they would simply cancel each other). This makes
sense formally when considering the integrand as a multi-valued function in the sense of a
Riemann surface, but we do not have any of this analytic machinery in Isabelle.

My first idea to circumvent this problem was to resort to some kind of limiting argument
by placing the two horizontal lines not directly on the real axis, but some ¢ above (resp.
below) it. However, this would likely have been a very tedious argument to do in Isabelle. I
therefore decided to again cut the contour into two halves, similarly to Remark 37. When
their integrals are added together, we recover Apostol’s contour integral. Due to symmetry,
it is actually again enough to look at the upper half (cf. the right part of Figure 1), as the
lower one follows by conjugation.

For this upper contour A, we can now integrate over the same branch of the logarithm
everywhere. In order to avoid the branch cut of the standard logarithm, I use a different

1

branch In z := In(—iz) + 5im, whose branch cut lies on the negative imaginary axis, safely

away from our contour. I also reversed the contour so that the winding numbers are all 1.

5.3.2 Homotopy

The proof of Theorem 36 uses the fact that the integral along &0 is invariant for all radii
e < m. This is because all of these contours are homotopic, i.e. they can be continuously
deformed into one another without crossing any of the singularities of the integrand. However,

11
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proving that this is the case turned out to be very tedious in Isabelle because there are
almost no library theorems that help showing that two composite paths are homotopic.

I circumvented this problem in the following way: First of all, I restricted myself to
e < m.3 Next, since the line segments extending from —7 to —oo are the same for all €, we
can ignore them and focus on the finite subcontour =0. It can be seen that f=() = f_m_ — f_u_ .

By symmetry, it is enough to show that f_m_ is invariant under changes of €. This, on the
other hand, is actually a corollary of (4): If we let N := 0, the sum on the right-hand side
vanishes so that we get fCo = Jan=0foralle. Since [ = [~—[~=—)~andM
(a half circle of radius ) is independent of ¢, it follows that [ is indeed the same for all e.

Effectively, this replaces the homotopy argument (which is intuitively obvious for humans
and not mentioned at all by Apostol) with a much ‘heavier’ invocation of the Residue
Theorem — but since we already applied the Residue Theorem anyway, all that work is
already done.

5.3.3 Winding Numbers

The evaluation of the winding numbers indc, . (20) is also easy for a human: the contour
Cn,e = (A clearly winds counter-clockwise once around each pole 2nim with 0 < n < N,
and all the other poles are clearly completely outside the contour. Proving these things
in a theorem prover, on the other hand, is notoriously difficult [20], especially for a more
complicated contour like this.

To show that the poles outside the contour really do lie outside (i.e. have winding number
0), I use simple geometric arguments: for the branch cut on the negative imaginary axis,
one can draw a vertical line from each point to —ioo without crossing Cy ¢, so the winding
number for these points must be 0. Moreover, Cy . is contained in a ball of radius (2N + 1),
which is a convex set that does not contain any of the poles with n > N. Thus, these poles
must also have winding number 0.

The more difficult part is to show that the winding number for the points inside the
contour is 1. Geometric arguments for this are difficult. One approach would be to show
that the contour is a closed simple curve (which implies that the winding number must be
either -1, 0, or 1) and then weigh the contributions of the four different parts of the curve to
show that the overall value must be positive, thus 1. However, to avoid having to do this
work, I instead use Li’s framework for computing winding numbers in Isabelle [23]. It is
based on computing Cauchy indices and comes with some setup to handle combinations of
line segments and circular arcs almost automatically, allowing me to prove that the winding
numbers are 1 with a mere 18 lines of proof code.

6 The Prime Number Theorem

The formal statement of the PNT is simply the asymptotic estimate 7(x) ~ xInx, where
m(x) is the number of prime numbers <z. I will now explain, in a high-level way, how the
formalised proof works. First of all, let us define the following functions related to primes:

3 This restriction could easily be lifted by allowing arbitrary radii in (4) instead of just (2N + 1)7.
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Figure 2 Newman’s integration contour in his proof of Ingham’s Tauberian theorem and Harrison’s
modified version. The dot in the middle is the pole of the integrand at the origin.

» Definition 38.

m(x) = Zp<$ 1=|{p|p prime A p < z}| pn = the n-th prime number (py = 2)

Ha) = Zpgw Inp M(z) = Zpgx Inp/p
() = anm A(n) = Zpkgx Inp M(z) = anz w(n)

m(x) is usually called the ‘prime-counting function’. ¥(x) and ¢ (x) are the first and the
second Chebyshev function. u(n) is the Mobius p function. 9(x) is a non-standard notation
I adopted; the function that it denotes is related to Mertens’ first theorem and a key part in
Newman’s proof of the PNT.

» Theorem 39. The following are all equivalent formulations of the PNT, i. e. given one of
them, it is fairly easy to show the other ones by elementary means:

m(x) ~x/Inz  7w(z)lnw(z)~x p,~nlnn Jdz)~z Y@E)~2 M()E€ o)

Most of these equivalence proofs are quite short, both on paper and in Isabelle.

Newman’s approach to prove the PNT is then to prove M(z) = Inz + ¢+ o(1) , which
implies ¥(x) ~ x fairly directly as we shall see. The key ingredient is a Tauberian theorem
first proven by Ingham, which we will discuss now.

6.1 Ingham’s Tauberian Theorem

A Tauberian theorem is a theorem that allows one to show — under certain conditions — that
a series converges in some region if the function that it defines exists there. In our case,
Ingham’s theorem allows us to show that certain Dirichlet series converge not just to the
right of the abscissa of convergence, but on it as well. The precise statement is as follows:

» Theorem 40 (Ingham’s Tauberian theorem). Let F(s) = > an,n~° be a Dirichlet series
with a, € O(n°~1Y) for some o € R. Then F converges to an analytic function f(s) for
Re(s) > o. If f(s) is analytic on the larger set Re(s) > o, then F also converges to f(s) for
all Re(s) > o.

One can w.l.0.g. assume 0 = 1. Newman then proves the theorem by applying the Residue
Theorem twice, once to a circle around 0 with a vertical cut-off line to the left of the origin,
close to the abscissa of convergence (see Figure 2) and once to a full circle around the origin.

13
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My formal proof follows Newman’s argument very closely, but like Harrison, I use a
modified version of Newman’s contour: a semicircle plus a rectangle (see Figure 2). The
value of the integral is the same in both cases since the two contours are homotopic, but the
bounding of the contributions of the various parts of the contour is different.

The reason why I picked Harrison’s contour over Newman’s is that I could not understand
how Newman’s bounding of the different contributions fits to his contour, and it seems likely
that this is also the reason why Harrison altered the contour in the first place. Additionally,
the shape of the inside of Harrison’s contour is somewhat easier to describe.

The formal proof is quite short (roughly 500 lines) and was — apart from the issue I just
mentioned — very straightforward to write. However, it again suffers from the aforementioned
typical problems of complex analysis in Isabelle, namely having to prove many side conditions
such as the geometry of the integration contours. The winding numbers, on the other hand,
are unproblematic this time since the contours are very simple.

6.2 An Overview of the Remainder of Newman’s Proof
Recall that our main objective was to prove

M(z) ~Inz+c+o(l) . (5)
The starting point is Mertens’ First Theorem, which I prove following e. g. Hildebrand [21]:
» Theorem 41 (Mertens’ First Theorem). M(x) =Inz + O(1)

To then show (5) from this, Newman defines the Dirichlet series f(s) := > oo M(n)n"*.
Since M(n) —Inn is bounded, f(s) converges absolutely for Re(s) > 1. Rearrangement yields

f(s) = Z thP(:(s,p) for Re(s) > 1

p

and further rearrangements show

A(s) — ¢'(s)/¢(s)
s—1

f(s) = for Re(s) > 1
for some function A(s) that is analytic for Re(s) > 1. Moreover, ('(s)/((s) is analytic for
Re(s) > 1, s # 1 due to the non-vanishing of {(s) in that domain (cf. Theorem 30).
Putting everything together, we obtain that f(s) can be continued analytically to Re(s) > 1
except for a double pole at s = 1. As Newman states, this double pole can be turned into a
simple pole by adding ¢’(s), and that simple pole can then be eliminated by subtracting a
suitable multiple of ((s), yielding a function g(s) := f(s) + ¢’(s) — ¢((s) that is analytic for
Re(s) > 1 and has the Dirichlet series

g(s) = Z M(n) —Inn—c)n=*.
n=1

=ian

Applying Theorem 40, we deduce that this series converges for Re(s) > 1. For s = 1, this

means that > 7, %= is summable. Next, Newman proves the following lemma:

» Lemma 42. Let a, : N — R be non-decreasing and ZZO:() % be summable. Then a, — 0.
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Applied to our a,, from before, we get M(n) —Ilnn — ¢. From this, the slightly stronger
version on real numbers (5) follows easily by noting that Ina — In|z] — 0.
There were no major difficulties in formalising any of this. However, some parts deserve
a few comments:
The rearrangements leading to the analytic continuation of f(s) involve changing the
order of summation in nested infinite sums. To do this, I used Isabelle’s library for
absolutely summable families. This makes the arguments nice to formalise, but the library

has the problem of having a function for the value of an infinite sum and for its existence.

Any rearrangement of sums therefore has to be done twice, once for the value of the sum
and once for its summability. Similar problems occur in Isabelle with nested integrals
and it is not clear if and how this can be avoided in a HOL-based theorem prover.

Showing that A(s) is indeed analytic for Re(s) > § was a surprisingly easy application of

the Weierstrafs M test with the bounding series M,, :== Inn(Cn=*"! + n=2(n® —1)71).

The proof obligation that M, be summable can be solved by showing M,, € O(n=17%)

with a suitable € > 0, and this can be shown by Isabelle’s automation for real limits [17].

The pole cancellation argument showing that g(s) is analytic is about 86 lines long,
which is not too long, but still longer than one might expect given that it is obvious
considering the Laurent series expansions of the functions involved. This is due to the
fact that there is currently no theory of Laurent series expansions in Isabelle yet. In the
future, this entire argument could potentially be automated by computing Laurent series
expansions for meromorphic functions similarly to how Isabelle’s automation already
computes Multiseries expansions [17] for real-valued functions.

The proof of Lemma 42 is very technical and tedious, but it seems to me that this is the
case in Newman’s paper presentation as well.

The last remaining step, showing that 9 (z) — Inz — ¢ implies ¥(z) ~ z, is left as an
exercise to the reader by Newman. Harrison was not quite sure what Newman meant [20] and
proceeded to prove a number of very technical and ad-hoc lemmas that I find very difficult
to follow. Therefore, instead of attempting to port Harrison’s proof, I followed Newman’s
hint in the book and used Abel’s summation formula to write ¥(x) in terms of M (x):

I(z) = xM(z) — f; M(t) dt (6)
Substituting (5) into (6) yields, in a straightforward way,
I(z) =zInz+cx+o(z) — [} Int+c+o(1)dt
=zlnz+cx+o(z)— (xlnz — x4+ cx+o(x)) =z + o(z)

and thus the desired 9(x) ~ . I find it likely that this is what Newman had in mind. <

7 Various Other Interesting Results

In this last section, I will give a few examples of other interesting number-theoretic results
that I have formalised. The proofs were all fairly straightforward and there is not much to
be said about them, but they are worth mentioning nonetheless.

» Theorem 43 (Dirichlet's Theorem). Let m > 0 and ged(k,m) = 1. Then there are infinitely
many primes congruent k modulo m.

» Theorem 44 (Elementary bounds for 7(z) and p,). For any x > 2 and n > 0, we have:

139
L and  Zpln< Pn—1 < 12(nlnn +nln(12/e))

T -1
-t In2
<m@) <3+ 443
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In particular, this implies w(z) € O(z/Inz) and p, € O(nlun). All of this can be derived
without the PNT (hence ‘elementary’ results).

» Theorem 45 (Mertens' three theorems).
—1=9772 <M(n) —Inn <1n4 for all n > 0 and thus |M(n) —Inn| < 2.
|(>_p<e 1/p) —Inlnz — M| < 4/Inz for all z > 2 and thus
> op<z 1/p=Inlnz + M+ O(1/Inz) where M is the Meissel-Mertens constant.
[I,<.1—-1/p)=C/Inz+ O(In"%z) for some constant C > 0.

Typically, number-theoretic functions that talk about a single integer such as ¢(n) and
oo(n) oscillate heavily and therefore have no nice asymptotics like 7(z) ~ zIn 2. However,
their averages (i.e. >, ., ¢(n)) are often more well-behaved:

» Theorem 46 (Averages of arithmetical functions).

Let S(x) denote the number of square-free integers <x. Then S(z) = Sz 4+ O(Vz), i.e.

6/m% ~ 60.8 % of integers are square-free.

Euler’s totient function ¢ fulfils 3., ., ¢(n) = Za? + O(zlnz), i.e. on average, an

integer n has %n numbers < n that are coprime to it (~=30.4%).

The divisor function oo fulfils Y, .. oo(n) = xlnz+ (27— 1)z + O(y/x) where v = 0.5772

is the FEuler—Mascheroni constant, i. e. on average, an integer n has Inn+ 2y — 1 divisors.

Y on<s Oaln) = Cf‘i_:'ll)x‘”l + O(R(x)) for a >0

where R(z) = zlnx if a = 1 and R(x) = 2™ otherwise.

Yon<z 0—a(n) =((a+ 1)z + O(R(x)) for a >0

where R(z) =Inz if a = 1 and R(x) = 2™**O1=2) otherwise.

Lastly, the following are interesting consequences that follow relatively easily from the PNT:

» Corollary 47.

For each ¢ > 1, there exists an zg s. t. all intervals (x, cx] with © > xo contain a prime.

The fractions of the form p/q for prime p, q are dense in Rsq.

lem(1,...,n) = exp(z + o(z))

limsup,,_,., w(n)Inlnn/Inn =1

limsup,, ., Inog(n)Inlnn/Inn =1n2

liminf,, . @(n)Inlnn/n = C for some C € Rxg
The last three statements perhaps deserve some more explanation: They give asymptotic
bounds for w(n), o¢(n), and ¢(n). For instance, w(n) < clnn/lnlnn for all sufficiently large
n if ¢ > 1, but w(n) > clnn/Inlnn for infinitely many n if ¢ < 1. Thus, Inn/Inlnn is the
best possible upper bound of that shape for w(n) (and analogously for the other two).

As for the other direction, recall that w(p) = 1, oo(p) = 2, and ¢(p) = p—1. Therefore, the
above results show that w(n) oscillates between 1 and Inn/Inlnn, og(n) oscillates between
2 and 2"/ Innn and o(n) oscillates between Cn/Inlnn and n — 1.

8 Size of the Formalisation

The formalised material is spread over five AFP entries [13, 12, 15, 18, 16]. They have a
combined size of roughly 25,000 lines of Isabelle code, with the two largest single files by far
being those on the analytic properties of Dirichlet series and the properties of the ¢ functions.

With the exception of a few minor results, the work presented here was done in 1.5 years
by one person — however, the work was not done continuously, but sporadically whenever
I found time for it. The total amount of time that went into it is therefore difficult to
measure. As a point of reference, the formalisation of Newman’s proof of the Prime Number
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Theorem (with all the components such as Dirichlet series and the ¢ function already in
place) comprises 3300 lines and took 6 days of full-time work. However, I used two small
lemmas that had previously been ported from Harrison’s HOL Light formalisation by Paulson.
Considering this, a time frame of 7 days for proving the Prime Number Theorem seems
reasonable. Based on this, a total effort of 4-6 person-months for the entire work seems
realistic.

The formalisation proceeded smoothly and without major difficulties, although some
aspects of it stand out as considerably more painful than one might hope:

. applying the Residue Theorem

. geometric properties of integration contours

1

2

3. manipulating nested infinite sums

4. establishing homotopy of concrete composite paths
5

. reasoning about cancellation of poles
For the first three items, it is not clear to me if and how this can be improved — or if, perhaps,
there is simply an inherent difficulty in doing such things formally.

Item 4 could probably be addressed by providing more library results about homotopy.

Item 5 could be easily managed by building a tactic to automatically compute Laurent
series expansions for meromorphic functions, similar to the existing one for Multiseries
expansions of real functions [17]. This would be an interesting project for the future.
Extending the limit automation to use not just full asympotic expansions but also partial
asymptotic information (such as ¥#(x) ~ x) would also occasionally eliminate some tedious
manual work.

A related issue is that reasoning with asymptotic expansions like f(z) = 22 +Inz+O(1/x)
can be tedious in Isabelle/HOL. They can be written as f =0 (Ax. " 2+In ) +0 O(Az. 1/x),
but there is currently little support for working with them. Affeldt et al. [1] demonstrated
an approach for this in Coq that could possibly be adapted to Isabelle/HOL.

9 Conclusion

I formalised a large portion of a mathematical textbook on an advanced topic, namely

Analytic Number Theory. While some results from this field have been formalised before

(such as Dirichlet’s Theorem and the Prime Number Theorem), they typically tried to obtain

a short route to the result without building an actual library of Analytic Number Theory.
In my opinion, this work demonstrates the following:

Formalising an entire mathematical textbook in a modern theorem prover can be feasible
with a moderate amount of effort.

Good and extensive libraries (e.g. on complex analysis and Dirichlet series) can yield
short, clear, and high-level proofs of ‘high-profile’ results like the Prime Number Theorem.

Specialised tools (e.g. for proving limits or computing winding numbers) are invaluable,
as they can take care of tedious and uninteresting parts of the proofs and ‘close the gap’

between what is obvious to a human mathematician and what is easy to do in the system.
There is already work in progress on formalising the remaining parts of Apostol’s book. After
that, a natural continuation would be to focus on the second volume of Apostol’s book,
which is called Modular Functions and Dirichlet Series in Number Theory [3]. This would be
another big step in formalising the essential tools of modern number theory in a theorem

prover.
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