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Abstract. Online first-order monitoring is the task of detecting temporal patterns
in streams of events carrying data. Considerable research has been devoted to scal-
ing up monitoring using parallelization by partitioning events based on their data
values and processing the partitions concurrently. To be effective, partitioning must
account for the event stream’s statistics, e.g., the relative event frequencies, and
these statistics may change rapidly. We develop the first parallel online first-order
monitor capable of adapting to such changes. A central problem we solve is how
to manage and exchange states between the parallel executing monitors. To this
end, we develop state exchange operations and prove their correctness. Moreover,
we extend the implementation of the MonPoly monitoring tool with these oper-
ations, thereby supporting parallel adaptive monitoring, and show empirically that
adaptation can yield up to a tenfold improvement in run-time.

1 Introduction

Online monitoring is a well-established runtime verification approach. System require-
ments are formalized as properties of an event stream that represents observations of a run-
ning system’s behavior. An online monitor detects property violations in the event stream.
In practice, monitors must cope with high-volume and high-velocity event streams
arising in large-scale applications. To meet these scalability demands, researchers have
exploited parallel computing infrastructures [6, 11,12, 15,22-24], e.g., by splitting (or
slicing) the event stream into smaller substreams that can be processed independently by
monitors acting as black boxes. However, since monitoring is not an embarrassingly paral-
lel task, slicing may need to duplicate events. Another performance bottleneck arises from
slices with significantly more events than others. In prior work [24], we reduced duplica-
tion and distributed events evenly by leveraging insights from database research [1, 10].
We gave an algorithm that slices based on the event stream’s characteristics, like the rela-
tive rates of event types or data values occurring disproportionately frequently in events.
Provided the stream’s characteristics are known and stable, this approach scales well.

Example 1. Consider a (simplified) policy for a document management system: a docu-
ment must be updated to its latest revision before being sent to a user. The event stream
contains update events parameterized with a document ID and send events parametrized
with a document ID and a user ID. The above policy relates update and send events with
the same document ID value and specifies that the former must precede the latter.

Let us first assume that we observe many update events to different documents. Then
it makes sense to split the event stream based on a partition of the document ID values.
Each parallel monitor instance (submonitor) would receive send and update events with
document ID values from one partition. However, such a slicing strategy would not yield
balanced substreams if the event stream changes to consist exclusively of send events
that all have the same document ID, e.g., 955; this may occur, for example, if this is an
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important document sent to many users. Only one submonitor will continue receiving
events. To counter this suboptimal utilization, we would like to partition the user IDs
instead of the document IDs. To continue outputting correct verdicts, the state of the sub-
monitor that was previously responsible for the document ID 955 and thus was the only
one to observe its update events in the past, must be transferred to all other submonitors.

The example illustrates that a slicing strategy based on outdated stream characteristics
may lead to unbalanced substreams, degrading the monitor’s performance. Hence, the
slicing strategy used must be changed during monitoring to adapt to the stream’s changing
characteristics. Furthermore, this adaptation necessitates that the submonitors exchange
parts of their state and thus can no longer be treated as black boxes.

Contribution. In this paper, we design, prove correct, implement, and evaluate state
migration functionality for a monitor for properties expressed in the monitorable frag-
ment of metric first-order temporal logic (MFOTL) [7]. This rich specification language
(Section 2.1) can express complex dependencies between data values coming from
different events in the stream.

We significantly extend an existing stream slicing framework (Section 2.2) with the
ability to dynamically change the slicing strategy (Section 3). Moreover, we develop
operations to migrate the state of a simplified MFOTL monitor (Section 4), modeled
after the state-of-the-art monitor MonPoly [7, 8]. Concretely, we provide two operations
that together achieve the state exchange: split for splitting a monitor’s state according to
a new slicing strategy and merge for combining parts of the states coming from different
submonitors. These operations are conceptually straightforward. For example, split
partitions the monitor’s state based on the data values it stores. However, the operations’
interaction with the monitor’s invariants is intricate. To establish correctness, we have
mechanically checked our proofs using the Isabelle proof assistant. A separate paper
reports on our related formal verification of the simplified MFOTL monitor [26], which
we extend here. We have also extended MonPoly with implementations of split and
merge and evaluated its performance with adaptive slicing strategies (Section 5). Our
formalization and the evaluation are available online [25].

In summary, our main contributions are: (1) the development of an abstract frame-
work for adaptive monitoring; (2) the design of state migration operations for an MFOTL
monitor; and (3) the implementation and evaluation of state migration in MonPoly. Our
evaluation shows how adaptivity can substantially improve monitoring performance and
enable the monitoring of high-velocity event streams.

Related Work. Basin et al. [6] introduce the concept of slicing for MFOTL monitors.
They provide composable operators that slice both data and time and support scalable
monitoring on a MapReduce infrastructure. Another data-parallel approach is parametric
trace slicing [22,23], which supports only a restricted form of quantification and focuses
on expressiveness, rather than on scalability or performance. Other monitors [3,5,11, 12,
19] decompose the specification for task-parallel execution, which limits their scalability.
In prior work [24], we generalized Basin et al.’s data slicing [6] and implemented it
using the Apache Flink stream processing framework [2]. The above works are limited
in that they consider a single static strategy only. We develop a mechanism that lifts this
restriction for first-order monitoring, making it possible to react to changes in the event
streams. Note that we do not tackle the orthogonal problems of deciding when to change
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the slicing strategy and finding the best strategy for a given stream. The former requires
a state migration mechanism already in place, while the latter requires deciding MFOTL,
since for an unsatifiable formula, the best strategy is to drop all events.

Stream processing systems implement generic operations on data streams. They
achieve scalability by exploiting data parallelism. The Flux operator [27] redistributes
values between two parallel stages of a data stream pipeline. It adaptively changes the
routing if long-term imbalances are detected. This requires state migration for down-
stream operators whose state must be consistent with the incoming data. Flux specifies an
abstract interface to extract and implant state partitions, which our splitting and merging
functions implement for a concrete monitoring operator. Megaphone [16] is a refined
mechanism for state migration in Timely Dataflow [21]. Unlike other approaches, it
avoids stopping the execution and excessive data duplications during migration. The
mechanism is generic, hence a viable low-level streaming abstraction for our work.

Other works study adaptive controllers for distributed stream processing. The sched-
uler by Aniello et al. [4] continuously optimizes a task topology based on CPU load and
communication traffic measurements. The granularity of tasks is much coarser than the
data parallelism in our slicing approach. The DS2 controller [17] performs dynamic scal-
ing, i.e., it selects an optimal degree of parallelism, which is orthogonal to the question of
how to parallelize a task such as monitoring. DS2 assumes that every event can be parti-
tioned based on a single key, which is not the case for MFOTL monitoring. In the context
of complex event processing, Mayer et al. [20] optimize the assignment of overlapping
temporal windows to machines. Their controller must determine the target machine at
the start of each window because windows cannot be migrated in their model. A generic
algorithm for deciding when to trigger adaptation is described by Kolchinsky et al. [18].

The Squall engine [28] implements various parallel join operators on data streams,
including the (hash-)hypercube scheme [1]. This scheme, which we have also applied to
monitoring [24], yields an optimal slicing strategy for conjunctive database queries [10].
The theta join operator by Elseidy et al. [14] can migrate its state with minimal overhead
and without blocking, but only at the cost of relaxing the state’s consistency. In compari-
son to all of these other stream processing systems, our approach supports adaptation for
a much more expressive specification language (MFOTL), albeit with a larger overhead.

2 Preliminaries

We recap the syntax and semantics of metric first-order temporal logic (MFOTL) [7] and
an approach to its parallel monitoring based on slicing event streams [24].

2.1 Metric First-Order Temporal Logic

We fix a set of names E and for simplicity assume a single infinite domain ID of values.
The names r € E have associated arities 1(r) € N. An event r(d\,...,d,()) is an element
of ExD*. We call 1,...,1(r) the attributes of the name r. We further fix an infinite set V
of variables, such that V, D, and E are pairwise disjoint. Let I be the set of nonempty inter-
vals [a,b) ;= {x €N|a<x<b},wherea € N, b € NU{eo}, and a < b. Formulas ¢ are
constructed inductively, where #;, r, x, and I range over VUD, E, V, and [, respectively:

pu=rt,...tip) |10 [ @ OVe|Ixp | @ @[O0 9S @] oU; 0.
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viEr(ty, ... ty) ifr(v(ty), ... v(ty)) €D; | v,il=3x. @ if vix — 2], i |= @ forsome z € D
wiEt~n ifv(t;) = v(n) Vi@ ifi>0,7—1_;€l,andv,i—1F ¢
v, i =@ ifv,ilto viEOre if iy —t€landv,i+1=¢
viEeVy ifviiEQorv,iEy

wiE oSy ifv, j|= wforsome j <i, t,—7; €1, and v, k |= ¢ for all k with j <k <i
viEeUry ifv, jl= wforsome j>i,tj—1;€l,and v, k}= @ forall k withi <k < j

Fig. 1: Semantics of MFOTL

Along with Boolean operators, MFOTL includes the metric past and future temporal
operators @ (previous), S (since), O (next), and U (until), which may be nested freely.
We define other standard Boolean and temporal operators in terms of this minimal syntax:
truth T := 3x. x & x, falsehood L := =T, conjunction ¢ A ¥ := —(=¢ V —y), universal
quantification Vx. ¢ := —(3x. =), eventually O; ¢ := T U; ¢, always [y ¢ := = O -0,
once 4; ¢ := T S; @, and historically l; ¢ := —4; —¢. Abusing notation, V¢, denotes the
set of free variables of the formula ¢. We restrict our attention to bounded future formulas,
i.e., those in which all subformulas of the form Oy, ) & and & U, B satisfy b < oo

MFOTL formulas are interpreted over streams of time-stamped events. We group
finite sets of events that happen concurrently (from the event source’s point of view) into
databases DB = P(E x D*). An (evenr) stream p is thus an infinite sequence (7;, D;)ien
of databases D; € DB with associated time-stamps 7;. We assume discrete time-stamps,
modeled as natural numbers 7 € N. We allow the event source to use a finer notion of
time than the one used as time-stamps. In particular, databases at different indices i # j
may have the same time-stamp 7; = 7;. The sequence of time-stamps must be non-strictly
increasing (Vi. 7; < 7;11) and always eventually strictly increasing (V7. Ji. T < ;).

The relation v, i =, ¢ defines the satisfaction of the formula ¢ for a valuation v at
an index i with respect to the stream p = (7;,D;);cn; see Fig. 1. Whenever p is fixed
and clear from the context, we omit the subscript on |=. The valuation v is a mapping
V — D, assigning domain elements to the free variables of ¢. Overloading notation, v is
also the extension of v to the domain VUD, setting v(r) = whenever r € D. We write
vlx — y] for the function equal to v, except that the argument x is mapped to y.

An online monitor for a formula ¢ receives time-stamped databases that incremen-
tally extend a finite stream prefix 7. It computes a stream of verdicts, i.e., the valuations
and time-points that satisfy ¢ given 7. (Typically, one is interested in violations, but they
can be obtained by monitoring the negated formula instead.) Formally, it implements
a monitor function My : (N xDB)* — P((V — D) x N) that maps 7 to the set of all
verdicts output by the monitor after observing 7. The monitor function must satisfy

Monotonicity: YV, #'. 7 < 1’ = My () C My(n')
Soundness: Vt. My(m) C {(v,i) | i < || AVp = .v,if=p @}
Completeness: V7, p,i. &t X p ANi < |m|A(Vp' = 7.v,if=p @) =
n’ <p. (v,i) € My(n'),

where < denotes the prefix-of relation both between stream prefixes and between stream
prefixes and infinite streams. Monotonicity prohibits the monitor from retracting its
verdicts. Soundness requires it to only output satisfying valuations. Completeness forces
the monitor to eventually output them. Monitor functions are not unique because we
allow satisfactions to be emitted later than the point at which they become certain.
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2.2 Slicing Framework

In prior work, we parallelized an online monitor by slicing the event stream into N
substreams that can be independently monitored [24]. For a fixed formula ¢, their (joint
data) slicer is parameterized by a slicing strategy f: (Vo — D) — (P({1,...,N}) —
{@}), which specifies which of the N submonitors are responsible for processing a
given valuation. Thus, each submonitor indexed by k € {1, ..., N} is responsible for
a subset f[k] ={v |k € f(v)} of @’s valuations, called a slice. Because f(v) # &, for
every valuation there is at least one slice responsible for it.

We focus on slicing strategies that consider each variable in V, separately. Assume
that N is a product Hx€Vw px of positive integers p,. We say that the variable x is sliced if
px > 1. In this case, we must provide a partitioning function f, : D — {1,...,py}, e.g., a
hash function. The resulting slicing strategy is f(v) = {g((fy, (v(x1)),-.., fr, v(xa)))) }»
where ¢ is a bijection between the Cartesian product [T, {1,...,p,} and {1,...,N}.

Which events must the submonitor & receive? We assume that ¢’s bound variables
are disjoint from its free variables. Given an event e = r(d,...,d,), matches(@,e) is
the set of all valuations v € V, — I for which there is a subformula r(¢1,...,t,) in @
where v(t;) =d; forall i € {1,...,n}. For a database D and a set of valuations R, called a
restriction, we write D | R for the restricted database {e € D | matches(¢,e) N\R # &}.
The same notation restricts streams p = (7;, D;) ;e pointwise, i.e., p | R=(17;,D; | R)jen
(analogously for stream prefixes 7). The submonitor k receives the stream prefix 7 | f[k].

The output of a single monitor after processing 7 can be reconstructed from the
submonitors’ joint output: M () = Ugeqi,.. vy (Mo( L f[K]) N (f[k] x N)). (In prior
work [24], we established this fact assuming a stronger completeness property. However
the weaker formulation used in this paper suffices.) The intersection with f[k] x N is
needed to avoid spurious verdicts for some formulas, notably those involving equality.

3 Adaptive Slicing

The slicing approach to scalable monitoring achieves good performance only if the events
are distributed evenly and with minimal duplication [24]. Therefore, it is crucial to choose
a good slicing strategy, which usually depends on the statistics of the events in the stream.
Consider the following extension of the Example 1. Documents now depend on
resources, which may be modified over time. Any document d sent out by the system
must be based on the latest version of the resources it depends on. Events dep(d, )
define dependencies between documents d and resources r. We assume for simplicity
that dependencies are never removed. An event mod(r) indicates that the resource r has
been modified. The MFOTL formula corresponding to the negation of this policy is

send(d) A (#dep(d,r)) A—(—mod(r) S (update(d) \ #dep(d,r))). (1)

Both variables d and r can be used for slicing. Some predicates do not refer to r (e.g.,
send(d)), while mod(r) does not refer to d. Therefore, any slicing strategy will result in
some duplicated events. If documents are delivered much more frequently than resources
are modified, it makes sense to slice only d. This would distribute the bulk of send events
as much as possible, while having a negligible overhead due to duplicated mod events.
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In contrast, we should slice r if modifications are much more frequent. Thus, the optimal
strategy is influenced by the relative frequency of the different event types.

The optimal strategy can vary for different parts of the stream if statistics, like relative
frequencies, change. Yet the existing slicing framework (Section 2.2) is parametrized by
a fixed strategy. We propose a generalization where the strategy may change. In a setting
with varying statistics, our generalization can lead to a substantially lower maximum load
for the parallel monitors than what any fixed strategy can achieve. As an extreme case,
consider a temporal separation between events pertaining to documents and resources in
the above example. For instance, 1000 document deliveries might alternate with 1000 re-
source modifications. On average, both event types are equally likely. Hence, the strategy
selected by the existing framework achieves a maximum load of around 1/+/N for N par-
allel monitors, e.g., 25% for N = 16. This strategy, based on the hypercube algorithm [1],
hashes the value assigned by an event to one of the two variables into v/N buckets. Each
bucket pair identifies a slice, and every event is replicated to all slices with a compatible
bucket assignment. However, alternating between slicing one of the variables, according
to which event is currently present, yields a maximum load of 1/N (6.25% for N = 16).

Unfortunately, adjusting the slicing strategy in the middle of a stream may result
in incorrect verdicts. Monitors for temporal specifications keep state that depends on
previously observed events. If the subset of events sent to a monitor instance changes, its
state becomes inconsistent with respect to that subset. Continuing with the example, let
there be two slices, A and B. At time ¢, resource events are distributed by slicing variable
r, and in particular the event mod(123) is routed to slice A. At time ¢’ > 1, the slicing
strategy has changed to variable d. Now any delivery of a document d, where d depends
on resource 123 and is routed to slice B, will not be detected as a violation of the policy,
i.e., as a satisfying valuation of the MFOTL formula (1).

There are two solutions to this problem. First, we could use the old and the new
strategy in parallel, during a suitably sized interval around the adaptation point, as in
temporal slicing [6]. The main drawback is that at least one of the strategies is suboptimal
during the adaptation period, whose length has a lower bound that depends on the formula.
Moreover, temporal slicing is ineffective if there are unbounded past temporal operators.

Second, we could instead migrate the parallel monitors’ state. We shall proceed this
way, taking measures to ensure the state’s consistency with the updated slicing strategy.
Upon strategy changes, each monitor instance first splits its state into fragments, each
fragment corresponding to a slice of the new strategy. Then, the fragments of all monitors
are reshuffled according to their destination slice, where they are merged. Splitting and
merging must ensure that the resulting state is equivalent to one that would have been
obtained if the new strategy had already been applied to the previously processed events.

Figure 2 shows the high-level control flow of our adaptive parallel monitor A(My).
The algorithm is generic in that it wraps the actual monitor implementation M, which
can be non-parallel. Parallelism is achieved by spawning N instances of My, as inde-
pendent submonitors. The variables k and k’ range implicitly over the submonitors. M,
refines the monitor function M, and makes its state explicit, which allows us to describe
the adaptive functionality. We model M, as function mapping a pair consisting of a time-
stamped database and the current state to a list of new verdicts and the successor state.

The initial state is denoted siq‘,‘“. We additionally require a splitting function split(R,s) and



Adaptive Online First-Order Monitoring 7

Algorithm 1: Adaptive monitor A(M,)

initialization: i< 0; submonitor states s; <— si(;,1it forallk € {1,...,N}
for every input (7,D) do
if f.1 # f; then
adaptation:
all submonitors k" compute fragments F g = split(fi[k'] N fi1[k], sgr) for all k
all submonitors k receive fragments F  from all &’
s < merge(Fy 1,...,Fy) forall k
end
parallel monitoring:
compute slices Dy := D |, f;11[k] and send to k for all k
all submonitors k perform a monitoring step (X, sg) < Mo ({7, D), sk)
receive verdicts X from all k and output [, (Xg N (fir1[k] X N)); i<i+1

end

Fig. 2: High-level operation of the adaptive monitor

a merging function merge(si,sy, ... ). These are specific to the monitor implementation.
The splitting function takes a restriction R and a state s, and returns the state fragment
corresponding to R. The associated merging function takes a nonempty, finite list of split
states and combines them into a single state corresponding to the union of the restrictions.

The adaptive monitor A (M) is parametrized by an infinite sequence (f;)cn of strate-
gies. For every i > 1, f; defines the strategy for slicing the i-th input database. Initially,
the strategy fp is used. Whenever the strategy changes between the i-th and the (i + 1)-th
input, i.e., fit+1 # f;, adaptation occurs and each submonitor continues with a new state.
Let sy be the state of submonitor k € {1,...,N} right before adaptation. Its new state is

sf, = merge(plit(fi[1] N g1 k], 1).-...SPLECAN] O fi1 (K sw).

We require some properties of M, My, split, and merge to show that A(M,) has
the same input—output behavior as M. The monitor function M, must be slicable:
My(m L R)N(RxN) = Mgy(m)N (R xN) for all & and R. This implies that the verdicts
for which a slice is responsible are detected at the exact same time points. The remaining
properties are expressed in terms of a state invariant W. The intuitive meaning of
W (m,R,s) is that the state s is consistent with prefix 7 with respect to the valuations in
R. Formally, W is called a monitoring invariant if it satisfies the following conditions,
where - concatenates a stream prefix and a time-stamped database:

1. W(g,R,s\") for all R, where € denotes the empty prefix.

2. Forall m, R, and s, W (7, R,s) implies that the verdicts output by My ((7,D),s) are
equal to My (m- (7,D)) — M(m) when both sets are intersected by R x N, and the
successor state s’ satisfies W(x - (1,D),R,s').

3. For all m, Ry, R, and s; (where 1 <k < N), R, C R, and W (7 | R, Ry, s¢) for all
ie{l,...,N}imply W(x | (UgR},), Uy R, merge(split(R),s1), . ..,split(Ry,sn))).

Lemma 1. The adaptive parallel monitor A(My) described above is functionally equiv-
alent to M if My is slicable and there exists a monitoring invariant W.
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4 Monitor State Migration

The exact mechanism for state migration, which we need for adaptivity, depends on the
monitor algorithm and the structure of its state. Here we provide a high-level account
of a simplified version of the MonPoly algorithm with finite relations. Our presentation
differs from the original description [7] by evaluating subformulas more eagerly. We also
give the state an explicit representation. This allows us to define concrete splitting and
merging operations. We verify the resulting adaptive monitor by proving the conditions
outlined in Section 3.

We omit the past operators @ and S in this section and refer to our paper describing
the algorithm in depth for more details [26]. Our machine-checked formalization [25]
includes the algorithm for the full language with the split and merge operations.

4.1 Monitoring Algorithm

Like MonPoly, our simplified algorithm M, is restricted to a fragment of MFOTL for
which all subformulas of ¢ have finitely many satisfying valuations. We call a formula
monitorable if negation is applied only to the right operand of A and to the left operand
of U, and V[; C V¢ holds for all subformulas aa A —f3, Vy = Vﬁ for subformulas o V 3,
and Vo C Vg for subformulas o Uy B and —~a U; B. Not all finitely satisfiable formulas
are monitorable. In many practically relevant cases it is possible to obtain a monitorable
formula that is equivalent to ¢ [7]. For example, —=f3 A o can be rewritten to ot A —f3.
We present the monitor’s state as an extension of the abstract syntax tree of the for-
mula that it evaluates. We write a superscript after each operator to denote the state com-
ponent associated with the operator. For example, M| AZ M, is a state corresponding to a
formula o A B, where M is the state for @ (and M, for ), and Z is the state component
of the conjunction. In general, monitor states M are constructed inductively as follows,
where ® € {A,A—,V} and U € {U, U} are the monitorable operator-negation patterns.
M= r(tn,e. oty |1~ e | M&@ZM | M | O M | MUY M
The meta-variables have the following types (X* is the type of finite lists over X, and
R is the type of relations, i.e., finite sets of finite tuples over D):

reE, eVuD, ZeR*xR", Iel, be{T,L}, TeN", Ue (NxRxR)".

The algorithm My, performs a bottom-up evaluation of the formula ¢ for each
incoming database of events. The result of evaluating a subformula y is a list of finite
relations over its free variables V. These relations contain the valuations v satisfying
the subformula for increasing indices i, i.e., those v with v,i = y. We thus obtain the
monitor’s output, all (v,i) with v,i = ¢, incrementally at the root ¢. The evaluation of
subformulas with future operators is delayed until the most recent time-stamp in the
input has advanced by a sufficient lookahead, which is determined by the upper bound
on the interval. Therefore, the result of evaluation is a list of relations: Several indices
(or none) may be resolved at once if their lookahead has been reached (is still missing).

We choose to evaluate subformulas as much as possible with respect to the lookahead.
All binary operators have a state component Z = (z;,7») that stores the results from one
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operand while the other is delayed. For example, if the left operand is three indices ahead,
z1 contains the corresponding three results and z is empty. For temporal operators, the
list T' stores the time-stamps of not yet evaluated indices. The flag » marks whether O has
been evaluated on the first index. The state component U associated with a subformula
aU; B is alist of triples (7, R;, R}). It corresponds to a contiguous interval i € [n’,n) of
input indices, where n’ is the index of the next result to be computed for the subformula,
and n is the index of the next input to the monitor. The relation R; contains all valuations v
such that v,k |= o for all k € [i,n). The relation R} contains all valuations v for which there
exists a j € [i,n) such that t; — 7; € I, v, j = B, and v,k |= & (or v,k [~ o in the negated
case) for all k € [i, j). In the initial state, all lists Z, T, U are empty, and b is set to L.

We now describe how M, processes a new input (t,,D,). Evaluation of predicates
and equalities is straightforward: A single relation is produced, and the state remains
unchanged. For all other operators, the algorithm first evaluates and updates the sub-
states recursively. For existential quantifiers 3x.M, the recursively computed relations
are projected onto Vj; — {x}. For the Boolean connectives in ®, the two lists of results
r1, r» (which may be empty) are appended to the corresponding z;, zo that were stored
in the previous state, resulting in z}, z;. The first min{|z} |, ||} elements of each list are
removed and combined pointwise into the result of the connective by applying standard
relational operations: a natural join < for A, an antijoin &> for A—, and a union for V. The
state component Z is updated to the remainder of the lists.

The state component 7 of the temporal operators is maintained by appending 7,
and by removing a time-stamp from the front for every computed result. Evaluation
of Oy discards the very first result of its operand, as indicated by b. Apart from this
initialization, the operators forward the results, unless the corresponding time-stamp
difference is not in the interval /. In this case, the result is replaced by the empty relation.
The difference is computed using 7'. The state component U = Uj of an operator Uy, ;)
is updated as follows, where 2/, z5, and £ = min{|z}|,|z}|} are obtained as above. Let Ay,
By, and 1, be the k-th element, 1 <k </, in z}, z5, and T - 7, respectively. For every k,
Uy—1 is updated to obtain Uy, where (0;,R;,R}) is the i-th tuple in Uj_;:

1. Replace every R; by R.U (By > R;) (by R} U (By>R;) if the left operand is negated)
if ‘L'li —o;el.

2. Replace every R; by R; >1 Ay (by R; UA if negated).

3. Append (1}, Ag, Bi) if 0 € 1. Otherwise, append (7, A, ).

We now consider the tuples (o;, R;, R:) in Uy. Let m be the largest index such that o, +b <
7,. The result of the operator is the list (R},...,R},). The updated state component U is
U, without the first m elements.

4.2 Splitting and Merging

MonPoly’s state can be viewed as consisting of two parts. First, its shape comprises
the arrangement of nodes in the abstract syntax tree, the lengths of the lists associated
with the nodes, and the flags’ and time-stamps’ values. Second, the state has content,
namely the relations stored in it. The key insight, which we use to define splitting and
merging operations, is that the shape is independent of slicing, while the content has
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split(P,M) =
split(P, My ) @PUP2) split(P, M,) it M = M, @Z M,
. split(lift(P,x), M) it M =3x.M,
o\ split(P, My ) if M=o
split(P, My ) USPRPZpEONT) ooiep vy i M = My UV My
M otherwise.

split(P, (z1,22)) = (map(AX.split(P,X),z; ), map(AX.split(P,X),z2))
split(P,U) = map(A(t,A, B).(t,split(P,A),split(P,B)),U)
split(P,X) = {x € X | P(x)}

Fig. 3: Splitting operations for MonPoly’s state

a direct interpretation in terms of MFOTL’s semantics. We exploit the fact that the
shape of the state is determined purely by the sequence of time-stamps observed by
the submonitors. Note that slicing has no effect on this sequence. Therefore, the states
of all submonitors at a given point in time have identical shapes. In contrast, we have
v,i |=p g @ iff v,i |=p @ for all v € R, which is the property that allows data slicing in
the first place (see the proof of [24, Prop. 1]). The inclusion of a valuation in the content
associated with the submonitor for R thus depends only on the full stream p (if that
valuation can be extended to some v € R). We can reorganize the state’s content to reflect
updated restrictions R by distributing valuations according to their consistency with R.

The splitting function for MonPoly’s state is shown in Fig. 3. We use standard
functional operators on lists, in particular map and zip. The splitting function is applied
recursively to all parts of the state while preserving its shape. We overload it for the
different state components. Only the relations in the state are affected by splitting. The op-
eration keeps all valuations that are consistent with the restriction R, which we represent
as a predicate function P (the first argument of split). There are two reasons for this modi-
fied representation. First, restrictions are usually infinite sets and so they cannot be passed
explicitly in an implementation. Second, the finite relations stored in the monitor’s state
cover only a subset of the formula’s free variables, possibly extended by bound variables.
For example, consider the state A(x,y) A (B(x) U#2UT) C(x)). The relations in the list
U are unary because they assign values to x only. A valuation (x +— a) contained in such a
relation is compatible with a restriction R iff there exists a valuation v € R with v(x) = a.
This generalizes in the obvious way to relations of higher arity. Thus P must be true for
a valuation iff it is compatible with R. We can always define such a P in theory, but an
implementation will provide a specialized function for the specific slicing strategies that
it uses. The lift functional lifts a predicate function P to a context with a bound variable
x. Therefore, lift(P,x)(v) is true iff P is true for v with x removed from its domain.

The merge function merge(sy,ss,...) combines the list of states by repeatedly apply-
ing a binary merge in arbitrary order. The binary merge function mrg, is shown in Fig. 4.
Here, map2(f,A, B) abbreviates map(f,zip(A,B)). We assume that the two inputs to
mrg, have the same shape. Some parts of the state, like the time-stamp lists 7', can thus
be merged by simply taking the value from either state. This works because the shape is
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mrg, (Mg, M) =

mrg, (Miq. M) @™7(Ze20) mrg, (Mag, May,) if M; = My; % My;
Hx.ml”gz(Mla,Mlb) ifMi = HX.MU

by, T, : bi,T;
OE )mrgz(Mla,Mlb) lfMi:Og )My
mrgy (M1q, M) Ugmrgz(Z"’Zb)'mrgZ(U”’Uh)’T") mrgy (Mag,Mpp)  if My = My ngi’Ui’Ti) Mp;
M, otherwise.

mrg, ((21a-224)» (216> 22)) = (Map2(U, 214, 215), map2(U, 224, 225))
mrgZ(Ua’Ub) = map2(2’<fa’Aa’Ba>’ <Tb’Ab’Bb>-<TaaAa UAb,Ba UB[J)’ U, Ub)

Fig. 4: Binary merging operations for MonPoly’s state

not affected by slicing, as we have argued before. Relations are merged by taking their
union. This makes sense intuitively because the desired effect of mrg, and merge is to
be consistent with the union of the states’ restrictions.

Theorem 1. There exists a slicable monitor function My with a corresponding moni-
toring invariant for the functions My, split, and merge described in this section.

We prove the existence of the invariant in our formalization [25]. Together with Lemma 1,
which has also been formally verified, we obtain the correctness of the adaptive monitor.

Corollary 1. The adaptive parallel monitor A(Mgy) constructed from My, split, and
merge is functionally equivalent to the monitor function M.

S Implementation and Evaluation

We have extended the MonPoly monitoring tool [8] with the state split and merge func-
tionalities, adding about 960 lines of OCaml. The source code is available online [25].
Note that MonPoly implements optimizations that are beyond the scope of this paper.
Specifically, subformula evaluation is less eager [7], with binary operators evaluating the
right subformula only when the left subformula can be evaluated. MonPoly treats subfor-
mulas of the form {; ¢ and 4; ¢ in a special way by greedily reusing intermediate compu-
tations of the (associative) union in a sliding window bounded by the interval 7 [9]. Also,
MonPoly filters out events and time points with no events when they do not influence the
monitor’s output [6]. Still, our implementation takes all of these optimizations into ac-
count, with the exception of the empty time-point filtering, which we leave as future work.

We have also extended our online slicing framework [24] to enable dynamic changes
to the slicing strategy. The extended framework can synchronously redistribute the
parallel submonitors’ states. The redistribution consists of splitting the states of all
submonitors and forwarding the splits to the appropriate monitors before all of them
resume monitoring. The framework uses Apache Flink [2] to achieve low latency stream
processing with fault tolerance. However, we directly invoke the monitors on prepared
files for the purpose of this evaluation, due to Flink’s limited state migration capabilities.
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star = ((#p0,105) P(a,b)) A Q(a,c)) A, 105) R(a,d)
linear = ((#[0,105) P(a.5)) AQ(b,¢)) A Do, 105) R(c.d)
triangle = ((0[0’105) P(a,b)) AQ(b,c)) A Oro,105) R(c.a)

Fig.5: MFOTL formulas (after negation) used in the evaluation

We have validated our approach and evaluated the performance of our implementation
by answering the following research questions:

RQI: Does dynamically adapting the splitting strategy improve the performance?

RQ?2: How scalable is the adaptive monitoring with respect to the stream event rate and
the degree of parallelism, i.e., the number of submonitors?

RQ3: How much overhead is incurred by a single adaptation?

To answer the above questions we designed a parametric testbed for measuring the
performance of both non-adaptive and adaptive monitoring [25]. For n adaptation steps,
the testbed takes a list of n+ 1 stream statistics and creates an event stream that consists
of n+ 1 parts, each conforming to the respective statistics. Given an input formula, the
testbed performs two monitoring runs: a non-adaptive run, which uses a slicing strategy
optimized [24] for the first part of the stream to monitor the entire stream, and an adaptive
run, which uses stream statistics for each part of the stream to construct a sequence of opti-
mized slicing strategies. Each part of the stream is sliced according the appropriate slicing
strategy. The number of slices is equal to the degree of parallelism, which is configurable.
Alternatively, we could consider the entire stream’s aggregate statistics to compute a
strategy for the non-adaptive run. However, we believe that our setup is more suitable
for comparing the two online monitoring approaches, whereas the alternative assumes
complete knowledge of the stream—a trait often associated with offline monitoring.

We fix the number of adaptations » to one. Hence, we define two stream statistics for
the corresponding parts of the streams. We focus our evaluation on single adaptations
in order to properly isolate and measure the effects of specific changes in the stream
statistics on the monitoring performance. While having multiple adaptation steps is
certainly more realistic, this would not contribute to answering our research questions as
the results would be harder to interpret and the space of possible stream statistics would
be much larger. When monitoring a formula containing future subformulas, the monitor
often needs to establish a lookahead. During this process, the monitor exhibits better
performance as it performs simple updates to its state without outputting any verdicts.
To prevent this behavior from effecting our measurements, we add an additional prefix
to our streams as a warmup, generated with identical statistics as the stream’s first part.

We monitor the three formulas shown in Figure 5 (named star, linear, and triangle)
over streams with different event rates and stream statistics. The different variable
patterns in the formulas cover common patterns in database queries [10], which we
additionally extend with temporal operators. Given a stream p = (T;, D;);cN, its event rate
at time 7 is the total number of events in one time unit, i.e., [{e € D; | T = ;}|. Stream
statistics consist of relative relation rates (i.e., the fraction of events in a time unit with a
certain name) and heavy hitter values (i.e., event attribute values that occur frequently).

We implemented a stream generator that takes a random seed and stream statistics,
and synthesizes a random stream that conforms to the supplied statistics. Specifically,
it produces streams containing events with the names P, Q, and R. The event rate and the
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event rate for formula

stream statistics for part 2 description ) .
star  linear triangle
S1 rp=0.01,rg =rg=0.495 reduce relation rate for P 2500 1300 1300
S2 rp=rg=0.495,rg =0.01 reduce relation rate for R 2500 1300 1300
S3 rp=rg=0.01,r =0.98 reduce relation rates for P and Q 2500 1300 1300
S4  dj = Zipf, z; =10, s, = 1000 add a single heavy hitter value 75 1300 1300
S5 default remove a single heavy hitter value 75 1300 1300
S6 d; = Zipf, z; = 10, s; = 2000 change the heavy hitter value 75 1300 1300
S7 da=Zipf, z, =2, s, = 1000 add more heavy hitter values 75 1300 1300
S8 d. = Zipf, z; = 10, s = 1000 change the heavy hitter variable 75 400 700
S9 di=d; =Zipf, z3=2.=10, 5, =S; =1000 add more heavy hitter variables 75 700 700

Fig. 6: Stream statistics used in our experiments (omitted parameters have default values)

rate of verdicts is configurable. Each of the three events has two integer attributes. The
generator can also synthesize streams with configurable relative relation rates and force
some event attribute values to be heavy hitters. Attribute values are sampled with two
possible distribution types. Infrequent values are drawn from the uniform distribution
over the set {0, 1,..., 10° — 1}. Heavy hitter values are drawn from a Zipf distribution that

can be defined per variable. Its probability mass function is p(x) = (x —s)7%/ ):,'ffl n*¢
forxe {s+1,54+2,...,s+ 109}, i.e., the larger the exponent z > 0 is, the fewer values in
the variable valuation have a large relative frequency. The parameter s is the start value,
which can also be configured to control the specific heavy hitter values. We call variables
with heavy hitter values heavy hitter variables. To prevent excessive monitor output, all
Zipf-distributed values of R events are shifted (i.e., increased by 106), whereas events
that cause the monitor to output a verdict have their values always drawn uniformly.

Figure 6 summarizes the stream statistics (in terms of the parameters supplied to the
stream generator) used in our experiments. The total time span of each stream across
all parts is 1000 seconds. The parameters rp,rg, and rg are the relative relation rates for
relations P, Q, and R, respectively, each with the default value 1/3. The parameters d,, dp,
and d, are the distribution types for values occurring in valuations of the variables a, b,
and c respectively. Values are distributed uniformly by default. For a Zipf-distributed vari-
able x, z, and s, define its Zipf exponent and the starting value. We distinguish between
nine representative changes in the stream statistics, labelled S1-S9 in the leftmost column
in Figure 6. For S1-S4, all parameters assume default values in the streams’ first part.
For S5-S9, the first part is generated using the default parameters, except that d, = Zipf,
zq = 10, s, = 1000. The second column shows the parameters for the second part. The
third column describes the change informally. Such changes of the stream statistics can
have a large impact on a monitor’s performance. For example, the monitoring time can
differ in orders of magnitude between the two stream parts generated by S4. This is due to
the size of the intermediate results that the monitor computes for the subformulas. Their
size can grow significantly if a heavy hitter is added (consider the satisfying valuations of
(#(0,105) P(a,b)) A Q(a,c) when a is a heavy hitter variable). To overcome this problem,
we have chosen the event rates such that it takes at most 25 seconds to monitor each slice.
We searched and sampled monitoring times for event rates between 10 and 6000 events
per second. The chosen event rates are summarized in the last three columns of Figure 6.

We measured the execution time for monitoring each slice of each stream part and
each run, as well as the time to split and merge states during the adaptive run. Each run is
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star formula linear formula triangle formula
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stream statistics stream statistics stream statistics

{1 8 submonitors ] 16 submonitors B 32 submonitors

Fig. 7: Observed speedup (the ratio of the non-adaptive and the corresponding adaptive
monitoring times) for different stream statistics, number of submonitors, and formulas

event star formula linear formula triangle formula
rate na[s] ad[s] na/ad ohd na[s] ad[s] na/ad ohd na[s] ad[s] na/ad ohd

1000 0.75 0.72 1.04 1.5% 286 0.89 3.22 54% 277 0.73 3.78 6.3%
2000 282 279 1.01 2.1% 11.05 338 3.27 39% 10.63 2.83 3.76 2.2%
4000 10.80 10.85 0.99 1.9% 4480 14.04 3.19 1.8% 4197 11.13 3.77 2.0%
6000 24.23 2439 099 1.0% 11190 30.75 3.64 1.1% 94.83 26.45 3.59 1.5%

Fig. 8: Observed speedup or slowdown (na/ad) and overhead (ohd) for different event
rates and formulas when monitoring streams with statistics S2 using 8 submonitors

repeated three times and the measurements are averaged. Our experiments were executed
on a machine with an Intel Core i5-7200U CPU running at 2.5 GHz, with 8§ GB RAM.
We monitored all slices sequentially, such that only one thread was active at any time.
Figure 7 summarizes the results of our evaluation using the parameters from Figure 6.
We compare the execution times between the two types of monitoring runs (non-adaptive
and adaptive) on the last part (part 2) of the event stream, where the slicing strategies
differ. We consider the maximum time across all slices for each run. The bars show the
observed speedup, i.e., the ratio of the time taken by the non-adaptive and the corre-
sponding adaptive monitoring run. The non-adaptive time in seconds is given below each
bar. To answer RQI, note that monitoring the star formula does not benefit from the
adaptation in most cases. This is due to its particular structure: The common variable a
is the most efficient choice for slicing, independently of the relation rates (S1-S3). How-
ever, if any of a’s valuations becomes a heavy hitter, the slices are no longer balanced
and adaptivity helps (S4). In our non-adaptive runs with S4, the increased monitoring
time when using 8 and 16 submonitors is due to a single slice accidentally receiving
both the heavy hitter value and its shifted counterpart for R events. If a heavy hitter
value is removed (S5, S6, S8), all slices in the adaptive run are monitored efficiently
except for one that receives the first part’s state associated with the heavy hitter. As
this information is still relevant up to 10 seconds after the statistics change (due to the
temporal subformulas’ intervals), the corresponding monitor has a significantly larger
workload, which causes the slowdown. This could be avoided by taking the formula’s
intervals into account to delay the adaptation by an appropriate amount of time.
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In general, adaptation helps when monitoring the linear and triangle formulas. We
obtained the largest consistent speedups for S2 (between 3.5 and 10.3 times for triangle).
Here, the reduction of the slices’ event rates due to the adaptation is reflected by the
reduced execution time. Adapting to heavy hitters is often beneficial for those formulas,
too. The slowdown observed for some numbers of submonitors is due to the impossibility
to decompose these numbers into optimal factors, e.g., 8 into an integer square root [24].

Regarding RQ2, Figure 8 shows that higher event rates increase the benefit of adap-
tation if the stream statistics allow for a better strategy to be used in the first place. The
columns na and ad show the maximum monitoring time (in seconds) of part 2 across all
slices for the non-adaptive and adaptive monitoring runs, respectively. The measurement
in the ad column includes the time taken to split and merge the state. The na/ad column
shows the speedup, while the ohd column shows the overhead. The overhead is the ratio
between the time spent performing non-monitoring tasks and the adaptive monitoring
time, each summed over all slices. Non-monitoring tasks include state splitting and merg-
ing, as well as the time the submonitors would need to wait before all state fragments
are available to be merged. Since we monitor the slices sequentially in our experiments,
we estimate the wait time as the time difference until the last submonitor has finished
splitting its state. The adaptation overhead ranges from 1% to 6% in our experiments with
S2, and it decreases with the event rate (RQ3). However, the overhead can be as large as
700% in some of the other experiments from Figure 7 (star formula, S5 and S8). This is
generally the result of imbalanced substreams. Thus, some submonitors in a parallel im-
plementation would be forced to wait, for which we account in the overhead calculation.

6 Conclusion

We have laid the foundations of adaptive online monitoring by demonstrating how to im-
plement the core functionality required: the state exchange between the parallel monitors.
The state exchange consists of two operations, split and merge, which we prove to inter-
act correctly with a simplified MFOTL monitor. We also implement them in a realistic
monitor and demonstrate empirically that adapting to changing statistics is beneficial.

As ongoing work, we are extending our operations to support MonPoly’s empty time-
point filtering, which significantly improves performance, especially in combination
with slicing. Because the monitors for the different slices may skip events at different
time-points, their state structures may diverge, which complicates merging.

We have also performed initial experiments using our adaptive version of MonPoly
within our Apache Flink-based parallel monitor [24]. While this setup works in prin-
ciple, its performance is suboptimal, due to limitations of Flink. For example, Flink
only allows exchanging parts of the state by sending all states to all monitors and only
then performing the split operations locally. This incurs a large latency, and another
stream-processing framework might be better suited for our needs. Timely Dataflow [21],
with its recent extension to low-latency state migrations [16] is a promising candidate.

Finally, important questions that we have not studied in this paper are how to collect
the necessary statistics and at which points to trigger adaptivity. While classic sketching
algorithms [13] offer partial answers to the first question, answering the second one
requires a realistic cost model to precisely calculate when adaptivity pays off.
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